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JustClick Personalized Image Recommendation via
Exploratory Search from Large-Scale Flickr Image
Collections

Jianping Fan, Daniel A. Keim, Yuli Gao, Hangzai Luo, Zongmin Li

Abstract—In this paper, we have developed a novel framework more effective image search. Because the keywords are more
called JustClick to enable personalized image recommendation intuitive for users to specify their image needs, keywoaddul
via exploratory search from large-scale collections of manually- image retrieval approaches are now becoming more popular
annotated Flickr images. First, a topic network is automatically o . .
generated to summarize large-scale collections of manually- than traditional content-based 'mage_remeval (CBIR)&I{I’:@.
annotated Flickr images at a semantic level. Hyperbolic visu- However, there are at least three main obstacles for supgort
alization is further used to enable interactive navigation and keyword-based image retrieval: (a) Automatic annotatibn o
exploration of the topic network, so that users can gain insights |arge sets of images with unconstrained contents and ¢agtur
of large-scale image collections at the rst glance, build up 4ngitions is still an ongoing research challenge becatise o
their mental query models interactively and specify their queries .
(i.e., image needs) more precisely by selecting the image topicsthe Semf':mt'c gap [8, 14-17]. (b) For t_he same keywor.d-based
on the topic network directly. Thus our personalized query duery, different users may look for different types of imsage
recommendation framework can effectively address both the with various visual properties and a few keywords for query

problem of query formulation and the problem of vocabulary formulation cannot capture the users' personal prefesence
discrepancy and null returns. Second, a limited number of effectively and ef ciently. Thus most existing systems den

images are automatically recommended as the most represen-t t th tof | to all th .
tative images according to their representativeness for a give O return the same set of images 1o a e users (i.e,, one

image topic. Kernel principal component analysis and hyperbolic Size ts all) and users may seriously suffer from the problem
visualization are seamlessly integrated to organize and layout the of information overload [2-3, 35-39]. (c) Users may not be
recommended images (i.e., most representative images) accmgl  aple to nd the most suitable keywords to formulate their

to their nonlinear visual similarities, so that users can assess the image needs precisely or they may not even know what to
relevance between the recommended images and their real query

intentions interactively. An interactive interface is implemented
to allow users to express their time-varying query intentions and

look for (i.e., | don't know what | am looking for, but I'l
know when | nd i) [4-6]. In addition, there may have a

to direct the system to more relevant images according to their vocabulary discrepancy between the keywords for users to
personal preferences. Our experiments on large-scale collectisn formulate their queries and the text terms for image aniuotat

of Flickr image collections show very positive results.

Index Terms—Topic network, similarity-based image visual-

and such vocabulary discrepancy may result in null returns
for the mismatching queries. Thus users may seriously isuffe

ization, personalized image recommendation, user-system inter- from both the problem of query formulation and the problem

action.

I. INTRODUCTION

He last few years have witnessed enormous growth
digital cameras and online high-quality digital image%
thus there is an increasing need of new techniques to supp
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of vocabulary discrepancy and null returns. The keywords fo
image annotation may not be able to describe the rich details
of the visual contents of the images suf ciently, thus most
(Iaxisting keyword-based image retrieval systems cannqtcatp
{ers to look for some particular images according to their
ci)\?ual properties.

Even though the keywords are more intuitive for users to
formulate their queries (i.e., image needs), a few keywords
cannot describe the users' real query intentions effelgtizrd
ef ciently, thus there is an uncertainty between the keydgor
for query formulation and the users' real query intentions.
In addition, the users' query intentions may vary with their
timely image observations, and such dynamics cannot be
characterized precisely by using pre-learned user pro les
The huge number of online users and the uncertainties of
the image retrieval environment (i.e., dynamic nature & th
users' interests and huge diversity of image semantic®) als
make it extremely dif cult to learn the user pro les precige
Therefore, it is very important to develop new algorithmatth
can capture the users' dynamic query intentions implidibly
supporting personalized image recommendation.
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It is important to understand that the system alone canrz#pture the users' time-varying query intentions implycfor
meet the users' sophisticated image needs effectivelygémaachieving a user-adaptive image recommendation (addgessi
search requires greater interactivity between the usetsren the problem of time-varying query intentions and inforroati
systems [7]. Thus there is an urgent need to enhance the sygerload); Section 5 summarizes our evaluation of the algo-
tem's ability to allow users to communicate their image reedithms and the system; We conclude in Section 6.
more precisely and express their time-varying query istsre
effectively. Visualization and interactive image expkiwa can I
offer good opportunities for allowing users to add theirlbac
ground knowledge, powerful pattern recognition capabditd To tackle the rst obstacle (e.g., bridge the semantic gap fo
inference skills for directing the systems to nd more reley image annotation), automatic image annotation via semanti
images according to their personal preferences [4-5, 20-28lassi cation has recently received sustantial atterstigbd-
Such user-system interaction and exploration processrirag b 17]. Unfortunately, supporting automatic annotation oféa
the system perspective of image collections and the usessale image collections with unconstrainted contents apd c
perspective of image needs together. Thus the interacsige u turing conditions is still an ongoing research challengg [1
system interface should aid the users in understanding arfierefore, two alternative approaches are widely used for
expressing their image needs more precisely. Unfortuyateupporting keyword-based retrieval of large-scale orilimege
designing interactive user interfaces for the CBIR systeass collections: (a)Jcoogle image search engity indexing large-
not received enough attentions [7]. scale online image collections through the text terms that a

From the users' point of views, such interactive user irautomatically extracted from the associated text docuspent
terfaces should be able to allow them to: (a) communicaiteage le names or URLSs; (blFlickr image search enginby
their image needs easily to the system; (b) express thidexing large-scale collections of shared images thrahgh
time-varying query interests precisely for directing tystem taggings that are manually provided by numerous onlinesuser
to nd more relevant images according to their persondlhese keyword-based image search engines have offered many
preferences; (c) explore large amounts of returned images good opportunities for the CBIR community while emerging
teractively according to their inherent visual similarityntexts many new challenges.
for relevance assessment; and (d) track and visualize theiThe two commercial image search engines Google and
access path (query contexts) and recommend the most relevdickr have achieved signicant progress on supporting
image topics or the most representative images for the néelyword-based retrieval of large-scale online image celle
search. tions by using the manual image taggings or the associated

From the system's point of view, such interactive usdext terms, but their performance (accuracy, ef ciencydan
interfaces should be able to: (1) disclose a good globeffectiveness) is still not acceptable because of the\atig
overview (i.e., a big picture) of large-scale image collmts reasons: (1) The le names, URLs, and the associated text
to assist users in making better query decisions; (2) \izelalterms may not have exact correspondence with the semantics
large amounts of returned images according to their visuaflthe images, and thus the Google image search engine seturn
similarity contexts to assist the users in interactive imadarge amounts of junk images [40-41]. (2) Different users
exploration and relevance assessment; (3) capture the'useray use various keywords with ambiguous word senses to
time-varying query intentions implicitly and integrateeth to annotate the images and one single keyword may have multiple
nd more relevant images according to the users' personabrd senses, thus the Flickr image search engine may return
preferences; and (4) provide a good environment to integraconsistent or incomplete results. In addition, there inaye
users' background knowledge and pattern recognition égpaca vocabulary discrepancy between the keywords for users to
for bridging the semantic gap in the loop of image retrievalformulate their queries and the taggings for manual image

Based on these observations, we have developed a namhotations, and such vocabulary discrepancy may result in
framework calledJustClick to achieve personalized imagenull returns for the mismatching queries. Thus only using
recommendation by supporting interactive image explomati the manual annotations for image retrieval may be far from
Our research focuses on large-scale collections of magnualpeople's expectation. (3) The visual contents of the images
annotated Flickr images to bypass the semantic gap problane completely ignored, thus both Google image search engin
for automatic image annotation. In addition, a more effecti and Flickr image search engine cannot allow users to look for
user-system interface is designed for integrating thestisesome particular images of interest according to their Visua
background knowledge and their pattern recognition cdipabi properties. However, there are some evidence that thelvisua
to bridge the semantic gap interactively in the loop of imageroperties are very important for people to search for irmage
retrieval. This paper is organized as follows. Section 2 pri  [20-28]. Unfortunately, the keywords may not be expressive
reviews some existing work on tackling these three obstaclenough for describing the rich details of the visual corgent
Section 3 introduces our new scheme to incorporate tom€the images suf ciently. Even the low-level visual featar
network and hyperbolic visualization for achieving pemslen may not be able to carry the semantis of image contents
ized query recommendation (addressing both the problemdifectly [8], they can de nitely be used to enhance users'
query formulation and the problem of vocabulary discreganabilities on nding some particular images according toithe
and null returns); Section 4 describes our new algorithm forherent visual similarity contexts. (4) A few keywords for
integrating visualization and interactive image explamatto query formulation may not be able to capture the users' real

. RELATED WORK
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query intentions effectively, thus users may seriouslyfesuf to allow the users to explore large amounts of returned image
from the problem of information overload. according to their inherent visual similarity contexts, that
Some pioneer work have been done by incorporating réhe users can discover new knowledge from large-scale image
evance feedback to bridge tlsmantic gapin the loop of collections via exploratory search [3].
image retrieval [42-46]. Unfortunately, most existingeneince  Based on these observations, some pioneer works have
feedback approaches may bring huge burden on the users lag€ein done by incorporating visualization to support irttve
a limited number of labeled images may not be representatimeage navigation and exploration [20-28]. Rubner et al] [20
enough for learning an accurate prediction model to caiegorand Stan et al.[21] have incorporated feature-based visual
large amount of unseen images precisely. similarity and multi-dimensional scaling (MDS) to create a
To tackle the second obstacle (e.g., the problem of timeb layout of the images, so that users can navigate the
varying query intentions and information overload), persoimages easily according to their feature-based visualasiityi.
alized information retrieval can be treated as one potentidyuyen and Worring have incorporated isometric mapping to
solution and there are two well-accepted approactestent- exploit the nonlinear similarity structures for image \afma-
based lItering [38-39] and collaborative Itering [35-37]. tion [23], and Moghaddam et al. have incorporated PCA to
Unfortunately, both of them cannot directly be extended famable similarity-based image visualization which focuea
supporting personalized image recommendation becauke ofdchieving low computational cost and fast convergence rate
huge diversity and the time-varying properties of the user25]. Recently, Walter et al. have incorporated MDS with
preferences, and it is very hard if not impossible to leamn tihyperbolic visualization to create the spatial layout oé th
users' preferences precisely from a few relevance judgsnenimages based on their pairwise feature-based visual dissim
The collaborative Itering approach may suffer from thalarity [22]. Unfortunately, all these existing similayibased
sparsenesroblem when there is a shortage of the user§hage visualization techniques cannot work on large-scale
ratings of the images, and it cannot be used to recommeinthge collections because they may seriously suffer froe th
new images because of thst rating problem. On the other following problems: (a) they are not scalable to the sizes of
hand, the content-based Itering approach cannot be usedtie@ images because of the overlapping problem; (b) they are
achieve serendipitous discovery of unexpected imagesibecanot scalable to the diversity of image semantics because of
the pro les may over-specify the users' interests. An aateir the shortage of the effective techniques for semantic image
text-based description of image contents is also requioed summarization; (c) the underlying similarity functions ynzot
achieve reliable content-based image Itering. Unfortiefa be able to characterize the diverse visual similaritiesvben
the manual image taggings that are available at Flickr mélye images accurately and the visual similarity structures
be incomplete for describing the rich details of the visuddetween the images could be nonlinear; (d) most existing
contents of the images accurately, thus they cannot be usechniques for image projection, such as MDS and PCA, may
to support reliable content-based image Itering. On theeot suffer from low convergence rate, stick in local minima or
hand, achieving automatic annotation of large-scale imagey not be able to exploit and preserve the nonlinear visual
collections with unconstrained contents is still an opesués similarity structures between the images precisely.
for the CBIR community [1]. The proles for new users To tackle the third obstacle (e.g., problem of query formula
may not be available, thus all these existing personalizédn and problem of vocabulary discrepancy and null refyrns
information recommendation algorithms cannot support neMickr has provided a list of the most popular taggings (i.e.
users effectively. tagcloud) for assisting users on query formulation. Unfort
The interfaces for most existing CBIR systems are designedtely, the contextual relationships between the imagigop
for users to assess the relevance between the returnedsmage completely ignored. However, such inter-topic contakt
and their real query intentions via page-by-page browsinglationships, which can give a good approximation of the
Such page-by-page browsing approach may seriously suffieferestingness of the image topics (i.e., like PageRamk fo
from the following problems: (1) They are not scalable to theharacterizing the importance of web pages [34]), may play
sizes of the images and many pages are needed for displaygngmportant role for the users to make better query dedsion
large amounts of images returned by the same keyword-bag@ten the most relevant image topics are displayed together
query, thus it is very tedious for users to look for somaccording to their association contexts, it is easier fentgers
particular images of interest through page-by-page bryvsi to come up with more clear query concepts. Therefore, it is
(2) Because the visual similarity contexts among the refirnvery attractive to exploit both the image topics of interastl
images are completely ignored for image ranking, the vigual their association contexts for supporting personalizedrygu
similar images may be separated into different pages artd eascommendation, so that the users can make better query
page may lead the users to new image contents. Such intf#eisions and formulate their image needs more precisely.
page visual disconnection may divert the users' attentfimm
their current query contexts and make it very dif cult foreth
users to compare the diverse visual similarities between th
returned images. Thus the users cannot assess the relevanEsery process for image seeking is necessarily initiated
between the returned images and their real query intentidngs an image need from the user's side, thus a successful
effectively. Rather than displaying the returned imagegepaCBIR system should be able to allow the users to obtain a
by page, more interactive user interfaces should be desdlogood global overview (i.e., a big picture) of large-scalaga

I1l. PERSONALIZED QUERY RECOMMENDATION
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collections quickly and communicate their image needs madpoe obtained from the available image annotation document.
effectively. In ourJustClick system, we have developed two in+rom this de nition, one can observe that higher co-ocawes
novative techniques to support personalized query recammerobability (; ) of the image topics corresponds to larger
dation for assisting the users in communicating their imageformation contents( ; ) and stronger inter-topic association
needs with the system more effectively: (a) Topic network is( ; ).
automatically generated to summarize large-scale calest The semantic similaritys(C;; C;) is de ned as [48]:
of manuglly-_tagg_ed _Flic_kr_images at a semantic level; (b) Shortest Length(Ci;C;)
Hyperbolic visualization is implemented to support change S(C;;C;j)= max log
focus effectively, so that the users can gain the signi cant
insights of large-scale image collections via interactwpic whereShortest Length(C;i; C;) is the length of the shortest
network navigation and exploration. path between the image topi€ andC; in an one-drection
Our topic network consists of two key componemtspular IS-A taxonomy, andTaxonomy Depth is the maximum
image topicsat Flickr and theilinter-topic contextual relation- depth of such one-direction IS-A taxonomy. From this de ni-
ships We have developed an automatic scheme for generatii@n, one can observe that closer between the image topécs (i
such topic network from large-scale collections of marnysall smaller value ofShortest Length(; )) on the taxonomy
tagged Flickr images. Each image at Flickr is associatel witorresponds to higher semantic similary ; ) and stronger
the users' taggings of the underlying image semantics aed ihter-topic association(; ).
users' rating scores. After the images and the associatrd'us The information contentG(; ) gained from the co-
taggings are downloaded from Flickr.com, the text terms faxccurrence probability of the image topics is more represen
image topic interpretation are identi ed automaticallydsing tative for characterizing the complex inter-topic asstoies
standard text analysis techniques. at Flickr, thus it plays more important role than the sentanti
Concept ontology has recently been used to index asiilarity S(; ) on characterizing the strength of the inter-
summarize large-scale image collections at the concept letopic associations (; ), and we set = 0:4 and! = 0:6
by using one-direction IS-A hierarchy (i.e., each concepten heuristically.
is linked with only its parent node in one direction) [9- Unlike the one-direction IS-A hierarchy in the concept
10]. However, the contextual relationships between theggnaontology, each image topic can be linked with all the other
topics at Flickr could be more complex rather than such onierage topics on the topic network, thus the maximum number
direction 1S-A hierarchy, where each image topic may linkf such inter-topic associations?é”z—l), wheren is the total
with multiple related image topics as a network. Thus theumber of image topics on the topic network. However, the
inter-topic contexts for Flickr image collections canna bstrength of the associations between some image topics may
characterized precisely by using only the one-direction 18e very weak (i.e., the corresponding text terms for image
A hierarchy. Based on these observations, we have dewv@lpic interpretation may not be used simultaneously forumain
oped a new algorithm for determining more general inteimage annotation), thus it is not necessary for each image to
topic associations by seamlessly integrating both the sémato be linked with all the other topics on the topic network.
similarity and theinformation contentgained from the co- Based on this understanding, each image topic is autortigtica
occurrence probability of the relevant text terms. Therintelinked with topm (m  n) most relevant image topics with

2 Taxonomy Depth 3)

topic association (Ci; C;) is then de ned as: larger values of the inter-topic association§; ), and the
S(CiiC)) S(CiC)) potential number of such inter-topic associations is reduc
Ci;Cj) = © © + to ™. One small part of our topic network is given in
( ™ eS(CiiCj) + @ S(CiiC)) 2 p p g

Fig. 1, where the image topics are organized according to the

gl G(CiiCj) g tG(CIC) 1) strength of their associations( ; ). One can observe that such
el G(CiiCj) 4+ g tG(CiiCy) topic network can provide a good global overview (i.e., a big
where + ! = 1, the rst part is used to measure thePicture) of large-scale collections of manually-taggetke!

contribution from the semantic similarit$(C;; C;) between ?mages' at a semantic level, j[hus it can be used to assist users
the image topicsC; and C;, the second part indicates then making better query decisions. When users see how the
contribution from the information conter®(C;;C;) gained mage topics are related to each other on the topic network,
from the co-occurrence probability of the image top@sand  they will haye a better un.derstandlng of their image needs an
Cj, t is an integer to keef(Ci;C;) andt G(C;;C;) to be Come up with more precise query concepts. _

on the same scale, and! are the weighting parameters. TO integrate the topic network for supporting personalized
In our de nition, the strength of the inter-topic assoaatiis Juery recommendation, it is very attractive to enable gigh
normalized tol and it increases adaptively with the semantitePresentation and visualization of the topic network, fsat t

similarity and the information content. users can obtain a good global overview of large-scale image
The information conten&(C;; C;) is de ned as: collections at the rst glance. It is also very attractivesiaable
1 interactive topic network navigation and exploration adany
G(Ci; Cy) = g ©C) (2) tothe inherent inter-topic contexts, so that the users aeaitye
i

nd the image topics which are more relevant to their mental
where (C;;C;j) is the co-occurrence probability of the texiquery models. Thus the queries do not need to be formulated
terms for interpreting two image topic andC;, and it can explicitly, but emerge through the interaction of the useith
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Fig. 1. One portion of our topic network for organizing larggale manually-annotated Flickr image collections at a sémbavel.

the topic network (i.e., users can just choose the visibkgien and query-driven topic visualization should be performed o
topics on the topic network rather than generate the keysvolthe and they can be achieved in real time.
for query formulation, thus we name our systendastClick).
Unfortunately, visualizing large-scale topic networle(j.the ) ) ) )
topic network which consists of large amounts of image mpic"'\- Qqery Recommendation via Interactive Topic Network Ex-
in a 2D system interface with a limited screen size is notRioration
trivial task because of the overlapping problem [30]. We have integrated both the popularity of the image topics
To tackle the overlapping problem for topic network visualand the importance of the image topics to determine their
ization, we have investigated multiple innovative teclueis; interestingness scores. The popularity for one certairgema
(a) The interestingness scores are de ned for the imagedopiopic is related to the number of images under the given image
on the topic network and they are used to highlight the imagepic. If one image topic consists of more images, it tends to
topics of interest and eliminate some less interesting @nage more interesting. The importance of a given image topic
topics, so that users can always be acquainted by the missalso related to its linkages with other image topics on the
interesting image topics and gain the signi cant insighfs dopic network. If one image topic is linked with more image
large-scale image collections at the rst glance. (b) A nedppics on the topic network, it tends to be more interesting
constraint-driven topic clustering algorithm is develdp® [34]. Thus theinterestingness sco®{C;) for a given image
achieve multi-level representation and visualizationafyé- topic C; is de ned as:
scale topic network, so that our topic network visualizatio
algorithm can have good scalability with the number of o4c;)= "
image topics. (c) A query-driven topic network visualipati
algorithm i.s developed to support goal—dirt_—zcted query remere” + = 1, n(c) is the number of images unde;,
ommendation, so that users can be acquainted by a limifggl) is the number of image topics linked wi@ on the topic
number of image topics which are most relevant to thejjetwork, andr is an integer to keep(c) andr I(c) to be
current query interests. (d) Hyperbolic visualization B2d o the same scale. The number of the linked topics is more
to enable interactive topic network exploration and tadkl® jmportant than the number of images for characterizing the
overlapping problem interactively via change of focus. interestingness for a given image topic [34], e.g., imagécs
It is worth noting that the processes for automatiohich consist of a smaller size of images but are linked with
topic network construction, interestingness score catmn, many other image topics, are more interesting than the image
constraint-driven topic clustering, multidimensionalalieg topics which consist of larger size of images but are linked
(MDS) for topic network projection and visualization, anetp with few other image topics. Based on this observation, we
sonalized topic network generation can be performed p#:li set = 0:6 and" = 0:4 heuristically. In our de nition, the
Only the processes for interactive topic network explorati interestingness scorg ) is normalized tol and it increases

e”(Ci) e n(ci) N e I(ci) e rl(ci)
eh(c) + @ n(ci) e lc) + e rlci)

(4)



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY,OL. 18, NO. 8, AUGUST 2008 6

drievn topic network visualizationAs shown in Fig. 2, large-
scale topic network is re-organized according to the user's
guery concept and more spaces are arranged automatically fo
the image topics which are more relevant to the given query
concept. Thequery-driven interestingness sca¥®(Cy) for a
given image topidCk on the topic network is de ned as:

8
< 1, d(Ck;Cmatch) 2
9%(Ck) = %C«)  (C«k;Crmatch )
0; otherwise

Fig. 2. Query-drievn visualization of the same topic netwaskshown in . . . ®)
Fig. 1, where “sunset” is the query concept from the user. where theCmaenh is Used to denote the image topic on the

topic network which best matches with the user's query con-
) ) ) cept,d(Cx; Cmateh ) is the location distance between the given
adaptively with the number of imageq ) and the number of image topicCx and the best matching image o by

the linked topicd (). _ ‘counting the image topic nodes between them on the topic
After such interestingness scores for all the image topiggwyork. In our current implementation, we just consider th
on the topic network are available, the image topics apfost relevant image topics which the distance is no more than
then ranked according to their interestingness scoresha&o b (j e second-order nearest neighbors on the topic nejwork
Fhe most interesting image topics vy|th larger vglues of theyr query-driven topic network visualization algorithmnca
interestingness scores can be highlighted effectively taed ffer at least two advantages: (a) it can signi cantly regluc
less interesting image topics with smaller values of the igye overlapping between the image topics by focusing on only
terestingness scores can be eliminated automatically frem 5 small number of image topics which are most relevant to

topic network. Thus users can always be acquainted by & ,ser's query concept (e.§4( ) 6 0); (b) it can guide the

most interesting image topics. S ‘user on which image topics they can access for next search
We have also developed a new constraint-driven clusteriggcording to the inter-topic contexts.

algorithm to achieve multi-level representation of laspaie

) L e We have investigated multiple solutions to layout the topic
topic network, and the pairwise edge weight is de ned as:

network: (1) A string-based approach is incorporated to-vis

8 da2(ciicj) alize the topic network with a nested view, where each image

2 e ¢ if d(Ci; G)< topic is displayed closely with the most relevant image d¢epi
(Ci:G)= (Ci:G) > according to the strength of their inter-topic association

0 otherwise The interestingness score for each image topic can also be

(5) Vvisualized, so that users can get the sense of the integasts
where the rst part (C;; C;) denotes the association betweenf the image topics at the rst glance. (2) The inter-topiaico
the image topic<C; and C;, the second part indicates theirtextual relationships are represented as the weightedaated
linkage relatedness and constraid{C;; C;) is the distance edges, and the length of such weighted undirected edges are
between the physical locations for the image topitsand inversely proportional to the strength of the correspogdin
C; on the topic network, | is the variance of their physical inter-topic association (; ), e.g., closer image topics on
location distances, andis a pre-de ned threshold. the topic network are more relevant with stronger inteiigop

After such pairwise edge weight matrix is obtained, Nomssociations. Thus the geometric closeness between tige ima
malized Cut algorithm is used to obtain an optimal partitiotopics is strongly related to their associations, so thahsu
of large-scale topic network [29]. Thus the image topicgiraphical representation of the topic network can reveakatg
which are strongly correlated and are connected each otherl about how these image topics are correlated and how they
on the topic network, are partitioned into the same clustare intended to be used jointly for manual image tagging. (3)
and be treated as one super-topic at the higher abstraét leRen iconic image is selected automatically for each imagéctop
Each super-topic can be expanded into a group of stronghnd it is visualized simultaneously with the corresponding
correlated image topics (i.e., a smaller-size topic netjvat image topic node. Such combination of the iconic images
the lower level. Thus our constraint-driven topic clustgri and the text terms for multi-modal image topic interpretati
algorithm is able to achieve multi-level representatiord arand visualization can provide more intuitive format for kam
visualization of large-scale topic network. Because thalmer cognition.
of image topics at each level are much smaller, our multi- Our approach for topic network visualization has also ex-
level topic network representation and visualization gt ploited hyperbolic geometry [30]. The hyperbolic geomegy
can reduce the visual complexity signicantly, tackle thearticularly well suited for achieving graph-based layofit
overlapping problem effectively, and have good scalabilithe topic network. The essence of our approach is to project
with the number of image topics. the topic network onto a hyperbolic plane according to the

When the users have clear query concepts in mind, thelyength of the associations between the image topics, and
can directly submit their keyword-based queries to ouresyst layout the topic network by mapping the relevant image topic
and we have developed a novel algorithm to enahlery- nodes onto a circular display region. Thus our hyperbolicto
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without losing the semantic contexts between the imagetopi
nodes, where the rest of the layout of the topic network
transforms appropriately. Users can directly see tibygics
of interestin such interactive topic network navigation and
exploration process, thus they can build up their mentahyque
models interactively and specify their queries precisgly b
selecting the visible image topics on the topic networkatiye
as shown in Fig. 4. By supporting interactive topic network
exploration, our hyperbolic topic network visualizatiawheme
can support personalized query recommendation inteedygtiv
which can address both the problem of query formulation and
Fig. 3. Interactive exploration of the topic network (shownFig. 1) via the problem of vocabulary discrepancy and null returns more
change of focus. effectively. Such interactive topic network exploratiomgess
does not require the user pro les, thus alustClick system
network visualization scheme takes the following step$: (aan also support new users effectively.
The image topic nodes on the topic network are projectedWhen large-scale topic network comes into view, visualizing
onto a hyperbolic plane according to the strength of theil the image topics and their contextual relationshipsne o
associations by minimizing Sammon's cost function [47]: sceen with size limitation is impractical. Thus our hypdito
N yisualizatipn scheme focuses on assigning more spacelsq‘ort
E(fCig) = wij (C:C) (Ci;C)j2 (7) mage topic node in current focus and ignoring the details fo
the residual image topic nodes on the topic network, which ca
tackle the overlapping problem interactively. Through rae
where (Ci; Cj) is the strength of the inter-topic associationf focus, users can always be acquainted by the image topics
between the image topids; andC;, the factorsw; are used of jnterest according to their time-varying query intesedit
to weight the disparities individually and also to normalthe the same time, users can also see the local inter-topicxtente
Sammon's cost functiofe to be independent to the absolut§ynich are embedded in a global structure (i.e., topic nekjyor
scale of the inter-topic associatior(C;;Cj), and (Ci;Cj) so that they can easily perceive and recognize the apptepria
is the location distance between the image toficandC;j  gjrections for future search as shown in Fig. 4. QustClick

i=1 j>i

on the hyperbolic plane. system can also track and visualize the users' access path
iXe Xei (query contexts over the topic network) as shown in Fig.
(Gi;Cj)=2 arctanh m (8) 4(a), so that the users can see a “big picture” about which
Ci Cj

image topics they have visited, which image topics they are
whereX, andX, are the locations of the image topics on theisiting now, and which image topics are recommended by
hyperbolic plane. In our current implementation, Sammonéur system for next search. Thus the users can always be

intermediate normalization factor is used to calculage: acquainted by the image topics which are most relevant to
1 1 their current query interests. By tracking and visualizthg
wj = PP (9) users' access path, the users can see a good global structure

n 3 T~
1o (GrG) (G G) of their query contexts and keep track of the progress of thei

(b) After such context-preserving projection of the imagsequential searches. Through examining and comparing the
topics is obtained, Poincaudisk model [30] is used to map theresults (see section 4) obtained by these sequential &sarch
image topic nodes on the hyperbolic plane onto a 2D displéiye., using different image topics) on the query contexpma
coordinate. Poincér disk model maps the entire hyperbolicthe users can easily discover the boundary of the meaning
space onto an open unit circle, and produces a non-unifofan their query concepts (i.e., which image topic starts to
mapping of the image topic nodes to the 2D display coordieturn the images with completely different visual projssx
nate. Such boundary can also allow the users to know which image
After the hyperbolic visualization of the topic network istopics on the query context map (embedded on the topic
available, it can be used to enable interactive exploradioth network) can give them more relevant images according to
navigation of the semantic summary (i.e., topic network) @gheir personal preferences. The query context maps, wlaich c
large-scale collections of manually-annotated Flickr gem also be used to record the users' dynamic query actions, are
via change of focusThe change of focuds implemented further exploited to generate personalized topic netwank f
by changing the mapping of the image topic nodes froguery recommendation.
the hyperbolic plane to the unit disk for display, and the
positions of the image topic nodes in the hyperbolic plarfe Personalized Topic Network Generation for Query Recom-
need not to be altered during the focus manipulation [30])€ndation
As shown in Fig. 3, users can change their focuses of imageThe users' query interests have two signi cant properties:
topics by clicking on any visible image topic node to bringa) dynamic (current and time-varying interests); (b) ¢®ns
it into focus at the screen center, or by dragging any visibtency (long-term and general interests) [35-39]. Our user-
image topic node interactively to any other screen locati@ystem interaction interface focuses on capturing thesuser
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sireet Ity
e >=" 1

Fig. 4. Our JustClick system can achieve a good balance batgbal context and local details: (a) user's access path global context of the topic
network; (b), (c) and (d) the local details of the semanticterts for query recommendation.

dynamic query interests adaptively for supporting perbped - M slinzet] M’; = _
topic recommendation. On the other hand, it is also ve g painl \ \ |/ /Avac"?ﬁon
attractive to learn the users' long-term query interests. (i ﬁu\\\\ P
user pro les) for personalized topic recommendation. @'jiw‘\:‘& . g S e
In our JustClick system, we have developed a new algorithr=®=s __————— &
for learning the user pro les automatically from the cotiea sl / -
of the user's dynamic query actions (i.e., query contextshar oilng = \\\ T ey
for updating the system's knowledge of the user's image siee ~ enslishbay /o N
. . . ] / \ .
and personal preferences. Thus fiersonalized interesting- ek, [a] B n maya)
ness scoré?8(C;) for a given image topiaC; on the topic _ ROal  nzeuven _ , _
. Fig. 5. The rst-order nearest neighborhood and inter¢agrrelations for
network can be de ned as: automatic preference propagation, where the image topictiiéa the center
eV(Ci) @ v(Ci) is to be propagated.

9%(Ci) = %Ci) + %Ci) vm"‘
es(Ci) g s(Ci) gd(Ci) g d(Ci)
S S(C, 7+ d . (10) ; ; : .
es(Ci) + @ s(Ci) gd(Ci) + @ d(Ci) topics for generating a personalized topic network to regme
hereo i< the original i . f the ai the user pro les. Thus the image topics with smaller values
where%C;) is the original interestingness score of the 9IVeBf the personalized interestingness scores can be eliednat

imgge topicG;, v(Gi) i_s the visiting times of the given imageautomatically, so that each user can be acquainted by the
topic G; from the particular useg(C;) is the staying seconds interesting image topics according to his/her pedsona
for the particular user to stick on the given image to@ig

. 4 ) preferences.
d(C;i) is the access depth for the particular user to interact
with the image topicC; and the images undeZ;, ., s, The user's interests may be changed according to his/her
and 4 are the normalization parameters, + s+ 4 = timely image observations, and one major problem for inte-

1. Thus the personalized interestingness scores of the imagating the pre-learned user pro les for query recommeindat
topics can be determined immediately when such user-systanthat such pre-learned user proles may over-specify the
interaction happens, and they will converge to the stallleega user's interests. Thus the pre-learned user pro les magédtin
for characterizing the user's long-term query interests.,(i the user to access other interesting image topics on the
user pro les). topic network. Based on this observation, we have developed
After the personalized interestingness scores for allehes novel algorithm for propagating the user's interests over
image topics are learned from the collection of the usersher relevant image topics on the topic network. Thus the
dynamic query actions, they can be used to highlight the @nagersonalized interestingness scé8{C;) for the image topic
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C; to be propagated can de ned as: topic and users may seriously suffer from the problem of
information overload. In order to tackle this problem in our
0, .Y = 0 A Y . .
B(Ci) = %C) P(C) 11 JustClick system, we have developed a novel framework for
where%C; ) is the original interestingness score for the imageersonalized image recommendation and it consists of three
topic C; to be propagated,P(C;) is the propagation strengthmajor components: (aJopic-Driven Image Summarization

of the image topicC; and it is de ned as: and Recommendatioifhe semantically-similar images under
the same topic are rst partitioned into multiple clusters
"R(Gy) = (C) according to their nonlinear visual similarity contextsdaa
8 12 limited number of images are automatically selected as the
< (C;G); d(Ci;C)=1 most representative images according to their repredestat
(C) = (12) ness for a given image topic. Our system can also allow users
oo otherwise to de ne the number of such most representative images for

. _ L relevance assessment. @pntext-Driven Image Visualization
where is the S?t of the accessed mage top_|cs in the rStind Exploration Kernel PCA and hyperbolic visualization are
.Orde.r nearest ”e'ght?orh“d, of the image to@;qas shown seamlessly integrated to enable interactive image exgiora
In F!g. 5, (C',;Ci) is the inter-topic association bemee_’hccording to their inherent visual similarity contexts, teat
the image topicC; to be propagated and the image OPiGsers can assess the relevance between the recommended

Ci that has been accessed by the particular user. Thus im%ges (i.e., most representative images) and their reayqu

Image t_op|cs, Wh'Ch@Qave Iargsr values of éhedper_so?al'zﬁﬂentions more effectively. (dptention-Driven Image Recom-
interestingness scoré8( ), can be propagated adaptively. o 4ation An interactive user-system interface is designed to

, Itis yvor_th noting that the mage IOP'CS’ which are IeS§IIow the user to express his/her time-varying query inoest
interesting in the large pool of image topics and are eliteida easily for directing the system to nd more relevant images

at the beginning for reducing the complexity for 'arge'ecalaccording to his/her personal preferences
topic network visualization, can be recovered and be pteden i qth noting that the processes for kernel-based image

o the particular user when their strongly-related imagsct clustering, topic-driven image summarization and recomme

(which are strongly related to these eliminated image E)p'cdagon (i.e., most representative image recommendatind) a

are accessed by the particular user and thus the values Shtext-driven image visualization can be performed ioé-|

. . . : C
their personalized interestingness scores may becomer.larglithout considering the users' personal preferences. Only

Therefore, our mterestlngne_ss propz_igat_mn algont_hrratlm_/ the processes for interactive image exploration and iigent
users to access some less interesting image topics (whach diven image recommendation should be performed on-line
not signi cant in the pool of large amounts of image tOpiC%\nd they can be achieved in real time.
and are eliminated at the beginning for reducing visuatnat
complexity) according to their personal preferences.

By integrating the inter-topic correlations for automatié. Topic-Driven Image Summarization and Recommendation
propagation of the user's preferences, dustClick system e \jigal properties of the images and their visual similar

can precisely predict the user's hidden preferences frog th contexts are very important for users to assess theatey
coIIecyon of hls/her dynamic query actions. Thus the Pefapyeen the images and their real query intentions. Unfor-
sonalized toplc network can pe useq to .represent .the U§§tately, Flickr image search engine has completely ighore
proles precisely, where the interesting image topics cag,ch important characteristics of the images. To chaiiaeter
be highlighted according to their personalized interestess o giverse visual principles of the images ef ciently and
scores. The personalized topic network, which is treated ggatively, both the global visual features and the lodabial

the user pro les to interpret the users personal prefeeenc o1 res should be extracted for image similarity charézzte

can recommend the topics of interest to each individual usgs, [11-13]. To avoid the pitfalls of the image segmentatio
directly without requiring him/her to make an explicit quer 5 segmentation is not performed for feature extractio

In our current implementations, 16-bin color histogram][11
IV. PERSONALIZED IMAGE RECOMMENDATION and 62-dimensional texture features from Gabor lIter banks
Multiple keywords may simultaneously be used to tag tH&2] are used to characterize the global visual properties o
same image, thus one single image may belong to multiglee images, a number of interest points and their SIFT (scale
image topics on the topic network. On the other hand, thwvariant feature transform) features are used to charaete
same keyword may be used to tag many semantically-simithae local visual properties of the images [13]. As shown in
images, thus each image topic at Flickr may consist of largég. 6, one can observe that our feature extraction operator
amount of semantically-similar images with diverse visualan effectively extract the principal visual propertiestbé
properties (i.e., some topics may contain more than 100,0Dages.
images at Flickr). Unfortunately, most existing keyworasbd  To achieve more accurate approximation of the diverse
image retrieval systems tend to return all these imageseto thisual similarities between the images, different keriséiguld
users without taking their personal preferences into dmmsi be designed for various feature subsets because thestistalti
ation. Thus query-by-topic via keyword matching will retur properties of the images are very different. Unfortunately
large amounts of semantically-similar images under theesammost existing machine learning tools use one single kernel
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¢ and it is given as:
1 X X
=N i (Xi); N = l (15)
iz i=1
whereN; is the number of images in tHéh cluster. The trace

Fig. 6. Visual feature extraction for image similarity chaeaization: (a) Of the scatter matrixS,, can be computed by:
original images; (b) interest points and SIFT vectors; (cyelet transforma-

tion. 1 X X T

T Sy = — i (i) (xi)

=1 i=1

for characterizing the diverse visual similarities betweke (16)
images and completely ignore the heterogeneity of thesstatind it can further be re-written as:
tical properties of the images in the high-dimensional mult 1 X
modal feature space. Based on these observations, we have T S, = — P2 D) a7
studied the particular statistical property of the imagedeax I=1 i=1

each feature subset, and the gained knowledge is then use Qe 2(x;; ) is de ned as:
design the most suitable kernel for each feature subset [1 bl ’
Thus three particular image kernels (color histogram Kerne

wavelet Iter bank kernel, interest point matching kernate 2(xis )= (Xiixi) N, i (Xiixp)+

rst constructed to characterize the diverse visual sirtikss =1

between the images, and a linear combination of these three R

particular image kernels (i.e., mixture-of-kernels) cartfer NZ iom (Xj;Xm) (18)
form a family of mixture-of-kernels for characterizing the lj=1 m=1

diverse visual similarities between the images more atelyra 3@

[19]. Because multiple kernels are seamlessly integrated t xxi)= )7 (x)= hon(XXi) (19)
characterize the heterogeneous statistical propertiethef h=1

images in the high-dimensional multi-modal feature space,,
our mixture-of-kernels algorithm can achieve more aceurat
image clustering and can also provide a natural way to add

(xi; ) can further be re ned as:

new feature subsets and their particular kernels increatignt 2(xi; )= no (i) (20)
For a given image pair andJ under the same topic, their h=1
visual similarity context is characterized by using a migtu 2
of three basic image kernels (i.e., mixture-of-kernel€)]{1 2(xis )= n(xixi) N i h(Xii X))+
j=1
X3 xe
(:9)= " oa(id); n=1  (13) 1 XX .
h=1 he1 N2 i im o h(Xj;Xm) (21)
I j=1 m=1

where |, is the importance factor for thbth basic image
kernel. Our mixture-of-kernels algorithm can achieve mawe
curate approximation of the diverse visual similaritiesnsen X 1 X X
the images and produce nonlinear separation hypersurfaces T Sy = h N
between the images. Thus it can achieve more accurate image h=1 =1 =1
clustering and exploit the nonlinear visual similarity texts 10 achieve geometrical interpretation of the image claster
for image visualization. we can de ne a cluster sphere for describing the images in the

The semantically-similar images (which belong to the sanf@me cluster (i.e., the sphere with minimal radius comaini
image topic) are automatically partitioned into multipless @/l the images in the same cluster) [33]. The images, which
ters according to their kernel-based visual similarityteats. 0cate on the boundary of the cluster sphere, are treatdteas t
The optimal partition of the images under the same topic $/PPOrt vectors for the corresponding image cluster. Thes t

obtained by minimizing the trace of the within-cluster seat distance between a given image with the visual featuraad
matrix, S,,. The scatter matrix is given by: the center | of the best matching cluste®, can be de ned

as:

The trace of the scatter matr&;,, can be re ned as:
!

i A(xis ) (22)

1 X X T 20y = 2 20y )
1 S R (14) RA(x)=k (x)  k x ) x2¢ (23
I=1 i=1 The radius of the cluster sphere is given by the distance

. . . . . between a support vector and the center of the cluster sphere
where (x;) is the mapping function of the image with the . :
. . . . thus the radius of the cluster sphere for ttte image cluster
visual features<;, N is the number of images and is the ]
: ) B ¢, can be de ned as:
number of clusters, ; is the membership parametef, = 1

if x; 2 €, and0 otherwise, | is the center of théth cluster Ri=fRi(xi)= ( xi; Jixi2 19 (24)
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are determined automatically by minimizing the trace of
the scatter matricS,, in Eqg.(22). In this inner iteration
procedure, our algorithm uses a K-means-like strategy, [31]
i.e., updating all the cluster centers repeatedly accgrttirthe
image memberships (i.e., the parametéra/hich are obtained
by minimizing the trace of the scatter matfg,. This inner
iteration procedure will stop until the cluster centersdiee
stable (no change anymore).

When there areN images under the given topic, the
computational cost for obtaining their kernel matrix is ap-
proximated asO(N?). Therefore, the total computational
cost for clustering thesé&l images into clusters can be
approximated a©( N 3). Thus supporting kernel-based im-
age clustering may require huge memory space to store the

Fig. |7- ~ Our rbelpresbentatliver_lessz-ggsed sampling techniquetackle the kernel matrix when the given topic consists of large amount

e A oo 200 mecl heserialugemis (b e of semaniically-similar images. To address this problere, w

similar images under the same topic “plant”. have deve|0p6d a new algorlthm for redUC|ng the memory

cost by seamlessly integrating parallel computing withbglo

) decision optimization. Our new algorithm takes the follogi

where s the_set of s_upport vectors of thh clusterC, . key steps: (a) To reduce the memory cost, the images under
The image with the visual featurgscan be detected as they,e same topic are randomly partitioned into multiple serall

outlier (i.e.,O(y) =1): subsets. (b) Our kernel-based image clustering algorithm i
< 1, if R2(y)>R2 for all | 2[1; ] pe_:rfprmed paralle_ll_y on all t_hese image SL_Jbsets to optain a
o(y) = (25) within-subset partition of the images according to theredse
0; otherwise visual similarity contexts. (c) The support vectors for leac

image subset are validated by other image subsets through
Based on such geometrical interpretation of the imagesting Karush-Kuhn-Tucker (KKT) conditions. The support
clusters, searching the optimal values of the elemeng®d vectors, which violate the KKT conditions, are integrated t
that minimizes the expression of the trace in Eq. (22) cajpdate the decision boundaries for the corresponding image
be achieved effectively by using two iterations: (a) outer subset incrementally. This process is repeated until tbbag
iteration; and (b) inner iteration. optimum is reached and an optimal partition of large amount
Ideally, a good combination of these three basic imag# images under the same image topic is obtained.
kernels (i.e., with optimal values for these threarameters)  Our kernel-based image clustering algorithm has the fol-
should be able to achieve more accurate characterizationi®fing advantages: (1) It can seamlessly integrate meltipl
the nonlinear visual similarity contexts between the insag&ernels to characterize the diverse visual similaritiesvieen
and result in better image clustering with less overlappinge images more accurately. Thus it can provide a good
between the spheres for different image clusters. Thus thgight of large amount of images by determining their globa
optimal values of the parametersfor combining three basic distribution structures (i.e., image clusters and theinilsir-
image kernels are obtained by minimizing tblester sphere ity contexts) accurately, and such global image distriuti

overlapping structures can further be used to achieve more effective im-
( ) age visualization by selecting the most representativegyésa
X8 9 ; )
min "Ri(x) R\ Re(xi) Rgjlk2[1 T automatically from all these image clusters. (2) Only the

most representative images (which are the support ve@oss)

(26) stored and validated by other image subsets, thus it regjuest
whereR(x;) = ( xi; ;) andRy(xi) = ( X;; ,) are used far less memory space. The redundant images (which are not
to determine the distances between the given image with the support vectors) are eliminated early, thus the kdvased
visual features;; and the centers for the image clustéjsand image clustering process can be accelerated signi ca(Rly.
C«. To reduce the computational cost for the outeteration, The support vectors for each image subset are validated by
we have pre-de ned a set of the potential combinations other image subsets, thus our algorithm can handle theeoaitli
these three parameters with different values. Such preand noise effectively and it can generate more robust cingte
de ned set of parameters can be obtained from a smatksults.
set of images via semi-supervised learning. Thus the pmoble To allow users to assess the relevance between the images
for nding an optimal combination of these three basic imageeturned by the keyword-based query and their real query
kernels (i.e., nding optimal values of ) is simplied to intentions, it is very important to visualize the semarljea
search an optimal unit sequentially over the pre-de ned ssimilar images under the same topic according to their ierfiter
of the potential combinations of these thregparameters.  visual similarity contexts. Because each topic may relate

For the inner iteration (each iteration picks one integeto large amounts of semantically-similar images, visuadjz
from [ min , max | Sequentially), the membership parametersuch large-size of images on a size-limited display screen

i=1
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Fig. 8.  Our representativeness-based sampling techniquetackle the Fig. 9.  Our representativeness-based sampling techniquetackle the
overlapping problem by selecting 200 most representativg@s#o represent overlapping problem by selecting 200 most representativg@si#o represent
and preserve the visual similarity contexts betwe#§858 semantically- and preserve the visual similarity contexts betwed0887 semantically-
similar images under the same topic “ ower”. similar images under the same topic “garden”.

may seriously suffer from the overlapping problem (e_anderIying nonlinear visual similarity contexts betwedfmt_
overlapping between the images may decrease the visibilifjages. Thus three types of images can be selected to achieve
of the images signi cantly and the overlapped images willepresentativeness-based summarization of the vissiatlijar
compete each other visually for human attention). On tf#@ages in the same cluster: (1) The images, which locate on
other hand, displaying large amounts of redundant imagé§ cluster sphere and are treated as the support vectors for
with similar visual properties to the users cannot proviten the corresponding image cluster, can effectively capthee t
with any additional information. Obviously, simply seliegg €SSentials (i.e., principal visual properties) of the iemgn
only one iconic image from each image cluster is unable g€ same cluster; (2) The images, which locate at the center
represent and preserve the nonlinear visual similarityeoas  Of the cluster and are far away from the cluster sphere, are
among large amounts of semantically-similar images urtter tmore representative for the popular images located in thasar
same topic [18], thus more effective techniques are styong¥ith higher densities; and (3) The images, which have higher
expected to achieve representativeness-based image sunf@f)g scores from numerous or_1I|ne users, are more mhagest
rization. Based on these understandings, we have develofiee users. Thus tiepresentativeness scorgx) for a given
a novel algorithm to achieve representativeness-basegeiménage with the visual features can be de ned as:
summarization and overlapping reduction by selecting the gUR(X) g UR(X) 08
most representative images automatically according t@ the() = )+ (X) Greo 46 UrRG (x)= e
representativeness for a given image topic. (27)
Different clusters are used to interpret different groufthe where (x) is the objective measure of the representativeness
images with various visual properties and different imaott score for the image with the visual featuxe UR(x) is the
aspects for a given image topic, thus the most represematatissers' rating score for the given image, adgk; Cy) is the
images should be selected from all these clusters and tontext-oriented correlation between the given image aed t
outliers to preserve the nonlinear visual similarity cotge corresponding image clusté.
between the images. Obviously, different clusters mayaiont  The context-oriented correlatiaffx; C«) can be de ned as:
different numbers of images, thus larger number of such most ( ( )

representative images should be selected from the clust§(§; &) = max  ax X i (Gxi): i RE(X)
with bigger coverage percentages. On the other hand, some | 2

representative images should prior be selected from themut p (28)
for supporting serendipitous discovery of unexpected #sagwhere w2 o i (x;x;) is used to characterize the cor-

The optimal number of such most representative images delation between the given image and the decision boundary
pends on their effectiveness and ef ciency for representiri.e., support vectors) for the image clus@r | is the set of
and preserving the nonlinear visual similarity contextag the support vectors for the image clustyr and | R2(x) is
large amounts of semantically-similar images under theesamsed to characterize the correlation between the givenémag
topic. and the center for the image clus@r. Thus the images, which
For the visually-similar images in the same cluster, ware closer to the decision boundary or closer to the cluster
have seamlessly integrated both the subjective measure aadter for one of these image clusters or have higher users'
the objective measure to quantify their representatienasting scores, will have larger values of the represergatgs
scores. The subjective measure of an image depends ondberes (). The images in the same cluster can be ranked
users' rating scores that are available at Flickr. The divec precisely according to their representativeness sconesthae
measure of an image depends on its representativenesefomtiost representative images with larger values 6f can
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be selected and be recommended to the users for relevandépr a given image with the visual featuresits projection
assessment. P(x; V¥) on the selected toj eigenvectors with non-zero

The user pro les are not required for selecting the most repigenvalues can be de ned as:
resentative images, thus our topic-driven image recomarend | L v
tion scheme can support new users effectively. Only the mostp (y: \/ k) = by ok x)" (x)= Py ok xx;) (33)
representative images are recommended, and large amount of j=1 . j=1 .
redundant images, which have similar visual propertie$ wit
the most representative images, are eliminated autorﬂ\ja.ticat L

. o : . he top k principal components, are further mapped onto
Through supporting topic-driven image recommendatiorm, OH] . . _
- g : . _the hyperbolic plane. After such context-preserving prga
JustClick system can signi cantly reduce both the information S . : R
. o{ the most representative images is obtained, Poindisk
overload for relevance assessment and the visual complexi : 0
. . . . model is used to map the most representative images on the
for image visualization and exploration. . : .
hyperbolic plane onto a 2D display coordinate to support
change of focus and interactive image exploration.

Even the low-level visual features may not be able to carry
_ _ _ the image semantics directly, supporting similarity-lohsa-

To assist users in assessing the relevance between 4§ visualization can signi cantly leverage humans' pder
most representative images (i.e., recommended images) ghgabilities on pattern recognition for interactive releve
their real query intentions, it is very important to develogssessment. Through change of focus, users can easilplcontr
new visualization algorithms that are able to preserve tiie presentation and visualization of the recommendedésag
nonlinear visual similarity contexts between the images gy interactive relevance assessment.
the high-dimensional feature space. We have incorporatedour hyperbolic visualization of the most representative
kernel PCA [32] to project the most representative imag@sages recommended for the image topics “plant”, “garden”
onto a hyperbolic plane, so that the nonlinear visual stitfla gnd “ ower” are shown in Fig. 7, Fig. 8 and Fig. 9, where
contexts between the images can be preserved precisely 499 most representative images for the image topics “plant”,
Interactive iImage explor-atloln. o ~ “garden” and “ ower” are recommended and visualized. One

The most represe_ntauve Images f0f_ a given image topic &gn observe that such 2D hyperbolic visualization of thetmos
rst centered according to their center in the feature spioe  representative images can provide an effective interfoeta
a given most representative image with the visual featuresand summarization of the original visual similarity corteex
its feature-based representation can be centered by Usngdmong large amounts of semantically-similary images under

The most representative images, which are projected on

B. Context-Driven Image Visualization and Exploration

center  of theseL most representative images: the same topic. Visualizing the images according to theinai
similarity contexts can allow users to nd interesting \a$u

= (0 ; _ i)@ 0): X (X)) =0 similarity contexts between the images and discover more
L relevant images according to their nonlinear visual sirtijla

i=1 i=1
(29) contexts. Through selecting the most representative imbge

The covariance matriX and its component is de ned as theimage summarization and visualization, QustClick system

dot product matrix: can provide larger coverage of the diverse image contents in
a sized-limited screen and save the users' efforts on neteva
Ki = ()7 (x)= (Xi;%) (30) assessment signi cantly.

. . ) . The change of focus is implemented for allowing users to
Then the kernel PCA is obtained by solving the eigenvalygyigate and explore the most representative images dngord

equation: | | to their nonlinear visual similarity contexts. Users caamfe
KV ="V (31a) their focuses of the images by clicking on any visible image
to bring it into focus at the screen center, or by dragging any
or visible image interactively to any other screen locatiothewit
K= (31b) losing their visual similarity contexts, where the rest bét

| images can transform appropriately. With the power of high
wheré V are the eigenvectorg, is the number of the most interaction and rapid response for exploring and navigatin

representative images,= [ T ] denotes the eigenval- the recommended images (i.e., most representative images)
ues, 1 2 L,and! = t! 1, ; ! L] denotes according to their nonlinear visual similarity contextsjro
the expansion coef cients of an Eigenvector, JustClick system can support more effective solution for users
" " to assess the relevance between the recommended images and
! ! their real query intentions interactively.
vl v k) @32) e Y
i=1 j=1

C. Intention-Driven Image Recommendation

I
where V ¥ is used t(|) interpret the eigenvectors with non-zero Through such interactive image exploration process via
values of eigenvalued, Jk is the expansion coef cients for the change of focus, users can easily build up their mental query
top k eigenvectors with non-zero eigenvalukss L . models about which types of images they really want to look
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Fig. 10. (a) 500 most representative images recommended fomtgei topic “art work”; (b) Geometric zooming into the area oérest in the blue circle.

for and gain the insights about what are the most signicant R;(x) R\ Ri(x¢) R, for all | 2[1; ] (35)
visual properties of the recommended images. After thesuser
nd some areas of interest via interactive exploration, ouwhere (x) is the original representativeness score for the
system can allow the users to zoom into the area of intergsten image, (X;Xc) is the kernel-based visual similarity
to look for some local visual similarity contexts betweem thcorrelation between the given image with the visual feature
images as shown in Fig. 10. Through zooming into the ar@aand the clicked image with the visual featunes which
of interest, the users may obtain some additional images lilong to the same image cluster. Thus the redundant images
interest that may not be found from traditional page-byepagvith larger values of the personalized interestingnessesco
top ranking list, e.g., some interesting images, which figlo which have similar visual properties with the clicked image
to the outliers but are semantically relevant to the usarery (i.e., belonging to the same cluster) and are initially @fated
intentions, may have low ranking scores and cannot be listEdt reducing the visual complexity for image summarization
on the rst few pages. Therefore, fortunate discoveriesonfis and visualization, can be recovered and be recommended to
unexpected images can be achieved effectively by selectihg users adaptively as shown in Fig. 11, Fig. 12, Fig. 13 and
the most representative images from the outliers autonsiyouFig. 14. One can observe that integrating the visual siitylar
and incorporating hyperbolic visualization to allow therssto contexts for personalized image recommendation can signif
zoom into the area of interest interactively. Thus dustClick icantly enhance the users' ability on nding some particula
system can facilitate discovery of new knowledge through tfimages of interest even the low-level visual features may no
interactive image exploration process. be able to carry the semantics of the image contents directly
Through interactive exploration of the recommended imagésus integrating the visual similarity contexts betweee th
(i.e., most representative images) according to theirineal images for personalized image recommendation can signif-
visual similarity contexts, the users can easily nd someantly enhance the users' ability on nding some particula
particular images according to their personal interests. Wnages of interest. With a higher degree of transparencheof t
have developed a new scheme to achieve user-adaptive imageerlying image recommender, users can achieve theirdmag
recommendation by autonomously adjusting the recommeeirieval goals (i.e., looking for some particular imagesh a
dation and visualization of the most representative imagagnimum of cognitive load and a maximum of enjoyment [3].
according to the users' time-varying query interests. AftdBy supporting intention-driven image recommendation rsise
the users nd some images of interest via interactive imag@n maximize the amount of relevant images while minimizing
exploration, ourdustClick system can allow the users to clickthe amount of irrelevant images according to their personal
these images of interest to express their time-varying yquesreferences.
interests interactively for directing the system to nd reor It is worth noting that oudustClick system for personalized
relevant images according to their personal preferences. image recommendation is signi cantly different from tradi
After such the user's time-varying query interests are capenal relevance feedback approaches for image retrié\al [
tured, the personalized interestingness scores for thgeama46]: (a) The relevance feedback approaches require users to
under the same topic are calculated automatically, and tlabel a reasonable number of returned images into the p®siti
personalized interestingness scorg(x) for a given image or negative classes for learning a reliable model to pretit
with the visual feature is de ned as: user's query intentions, and thus they may bring huge burden
Droy _ (xx ) on the users even active learning has recently been proposed
)= )+ (x) e (34)  for label propagation. On the other hand, our personalized
@ image recommendation framework can allow the users to
(X;X¢) = hon(XXe) express their time-varying query intentions easily andsthu
h=1 it can lessen the burden on the users signi cantly. (b) When
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Fig. 11. OurJustClicksystem for personalized image recommendation: (a) the mosiseqmative images recommended for the topic-based queryetuns
where the image in blue box is clicked by the user (i.e., quatgntion); (b) more images which are similar with the accesseaé are recommened
adaptively according to the user's query intentions ofdbti sunset”.

Fig. 12. OurJustClicksystem for personalized image recommendation: (a) the mossemative images recommended for the topic-based queryrégwe
where the image in blue box is clicked by the user (i.e., quatgntion); (b) more images which are similar with the accesseajé are recommened
adaptively according to the user's query intentions of ‘@oveuilding”.

large-scale image collections come into view, a limited bam V. ALGORITHM AND SYSTEM EVALUATION

of labeled images may not be representative for large ammount ] ) .
of unseen images and thus a limited number of labeled image¥Ve carry out our experimental studies by using large-scale

are insufcient for learning an accurate model to predicgollections of manually-tagged Flickr images with uncon-
the user's query intentions precisely. On the other hand, ctffained contents and capturing conditions. We have down-
personalized image recommendation framework can selecff@ded more than 1.5 billions Flickr images and their taggin
reasonable number of most representative images accoroq‘l‘?%ume”ts- We have learned a large-scale topic network
to their representativeness of the nonlinear visual siitjla With more than 4000 most popular image topics (i.e., most
contexts between the images. Thus the users can alwRg®ular taggings along the time) at Flickr. Creating a new
be acquainted by the most representative images accoroﬁ‘?@mh engine which scales to such si;e of image collections
to their personal preferences. (c) Most existing relevanfedy emerge many new challenges while offering many good
feedback approaches use page-by-page ranked list to ylisjgpPortunities for the CBIR community.

the query results, and the nonlinear visual similarity emtg ~ Our work on algorithm evaluation focus on: (1) evaluating
between the images are completely ignored. On the other, hatf¢ response time for supporting change of focus in our
our personalized image recommendation framework can alldWstClick system, which is critical for supporting interactive
users to see the most representative images and their eanlifgxploration of large-scale topic network and large amouwfits
visual similarity contexts at the rst glance, and thus tisers recommended images; (2) evaluating the performance (ef -
can obtain more signi cant insights and make better queffency and accuracy) of oulustClick system for achieving

decisions and assess the image relevance more effectivelypersonalized image recommendation according to the users'
personal preferences; (3) evaluating the bene ts for irsttiag

topic network (i.e., a global overview of large-scale image
collections), hyperbolic visualization and interactivemaige
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Fig. 13. OurJustClick system for personalized image recommendation: (a) The mostseqative images recommended for the keyword-based query
“vegetables”, where the image in blue box is clicked by ther,u§® The most relevant images recommended according to thés wgeary intention of
“tomato”.

Fig. 15. The empirical relationship between the computatidinae T;  Fig. 16. The empirical relationship between the computatidinae T;
(seconds) and the number of image topic nodes. (seconds) and the number of recommended images.

exploration for improving image search. the computational timeT; for re-calculating the Poincar
One critical issue for evaluating our personalized imag®eappings of different numbers of image topic nodes when
recommendation system is the response time for supportihg focus is changed. As shown in Fig. 15, one can nd that
change of focus. In oudustClick system, the change ofthe computational timd; is not sensitive to the number of
focus is used for achieving interactive exploration and-naimage topics, and thus re-calculating the Poigaaapping for
igation of large-scale topic network and large amounts tgrge-scale topic network can almost be achieved in rea.tim
recommended images. Thehange of focuss implemented  Following the same approach, we have also evaluated the
by changing the Poincarmapping of the image topic nodessmpirical relationship between the computational tifmeand
or the recommended images from the hyperbolic plane tiee number of the recommended images. By computing the
the display unit disk, and the positions of the image topieoincaé mappings for different numbers of the recommended
nodes or the recommended images in the hyerbolic plane némdges, we have obtained the same conclusion, i.e., the
not to be altered during the focus manipulation. Thus themputational timeT; for re-calculating the new Poindar
response time for supporting change of focus depends on tmappings is not sensitive to the number of the recommended
components: (a) The computational tifig for re-calculating images as shown in Fig. 16, and thus re-calculating the
the new Poincdr mapping of large-scale topic network or larg€oincaé mapping for large amounts of recommended images
amounts of recommended images from a hyperbolic plane toan almost be achieved in real time.
2D display unit disk, i.e., re-calculating the Poineguosition We have also evaluated the empirical relationship between
for each image topic node or each recommended image; (h¢ visualization timeT, and the number of image topic
The visualization timeT, for re-layouting and re-visualizing nodes and the number of recommended images. In our ex-
large-scale topic network or large amounts of recommendpdriments, we have found that re-visualization of largalesc
images on the display disk unit according to their new Paicatopic network and large amounts of recommended images is
mappings. not sensitive to the number of image topics and the number
Because the computational tinfle, may depend on the of recommended images, and thus our system can support re-
number of image topic nodes, we have tested the perfoisualization of large-scale topic network and large antsun
mance differences for our system to re-calculate the Péncaf recommended images in real time.
mappings for different numbers of image topic nodes. ThusFrom these evaluation results, one can conclude that our
our topic network with4000image topic nodes is partitionedJustClick system can support change of focus in real time, and
into 5 different scales500 nodes,1000 node, 2000 nodes, thus ourJustClick system can achieve interactive navigation
3000 nodes, 3500 nodes and4000 nodes. We have testedand exploration of large-scale image collections effetyiv



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY,OL. 18, NO. 8, AUGUST 2008 17

Fig. 14. OurJustClick system for personalized image recommendation: (a) The mostsemative images recommended for the keyword-based query
“leaves”, where the image in read box is clicked by the user;Ttie most relevant images recommended according to the usety gqutention of “red
leaves”.

perform kernel PCA to obtain their similarity-preservingp
jections on the hyperbolic plane. The computational cost fo
performing kernel PCA is approximated @¢L °), whereL is
the number of the most representative images recommended
for the given image topic. As shown in Fig. 18, we have
obtained the empirical relationship between the compuati
cost , and the number of most representative images. One
Fig. 17. The empirical relationship between the computatimsst , Can observe that the computational cost exponentially
(seconds) and the number of images. increases with the number of the most representative images
In our JustClick system, the number of the most representative
images is normally less th&B00, thus the computational cost

To support S|m|Iar_|ty—b_ased visualization of large amo“'.’“z is acceptable for supporting interactive image exploratio
of most representative images recommended for each i d navigation

age topic, the co_mputa‘uonal cost depeﬁds on two ISSUES\\hen the most representative images for the given image
_(a) The computaﬂonal C.OS.tl for supportl_ng kerne_l-basedtopic are recommended and visualized, our system can furthe
image cllustr?zrm.g and achieving representatlveness—lmamg;da. allow users to click one or multiple images of interest for ex
summarization; (b) The computational cost for performing ressing their query intentions and directing our systemdo

"?”.‘e' .PCA on the most_ representatwe Images t.0 obtain th bre relevant images according to their personal prefeenc
similarity-preserving projections on the hyperbolic man

For evaluating the effeciency and the accuracy of our person

To achieve kernel-based image clustering, the kernel m,atHIized image recommendation system, tenchmark metric
for the images should be calculated and the Comp“tat'orﬁ%ludesprecision and recall #. The precision is used

cost largely depends on the number of images for the giVel characterize the accuracy of our system for nding more

image topic. The computational cost for achieving kernelyeyant images according to the user's personal prefegenc

: o - 3
based image clustering is approximated @SN °), where 54 the recallt is used to characterize the ef ciency of our

N is the total number of the images ands the number of o stem for nding more relevant images. They are de ned as:
image clusters. Because each image topic in Flickr may sbnsi

of large amount of images, we have obtained the empirical = .
relationship between the computational cost (CPU time) + &
and the number of images as shown in Fig. 17. One c@mere is the set of true positive images that are visually-
observe that the computational costincreases exponentially similar with the images accessed by the users and are rec-
with the number of images. Based on this observation, thgnmended correctly& is the set of fause positive images
images under the same topic are rst partitioned into mlgtipthat are visually-similar with the accessed images and are
subsets, parallel computing and global decision optingeat not recommended, and is the set of true negative images
are integrated to reduce the computational cost signilgantthat are visually-dissimilar with the accessed images bet a
from O( N 3) to O( N:), where is the number of image recommended incorrectly.
subsets. It is also worth noting that such cost-sensitivegss  Table 1 gives the precision and recall of oduwstClick
for kernel-based image clustering can be performed oéf-lin system for personalized image recommendation. From these
After the images under the same topic are partitionezkperimental results, one can observe that our system can
into multiple clusters via kernel-based clustering, oustegn support personalized image recommendation effectivéiusT
can select the most representative images automaticatly dne visual properties of the images (i.e., characterized by

#= — (36)
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Fig. 18.

The precision and recall for our JustClick system to look for some
particular images via intention-driven image recommendaton.

The empirical relationship between the computati@ost »
(seconds) and the number of the most representative images.

TABLE |

When large-scale collections of shared Flickr images come
into view, it is reasonable to assume that users are untamili
with the image contents (which is signi cantly differenbfm
personal image collections [26-27]). Thus query formolati
(specifying the image needs precisely) is one critical @ssu
for users to access large-scale image collections. On the
other hand, users may expect to formulate the image needs
intuitively not just type the keywords. By incorporatingpto
network to summarize and visualize large-scale image col-
lections at a semantic level, odustClick system can make
all these image topics to be visible to the users as shown
in Fig. 1, Fig. 2 and Fig. 3, so that they can have a good

global overview of large-scale image collections at thet rs

query apples owers garden glasses X - - wH :

=#  90.3% /94.2% 93.3% /92.8% 91.2% /92.6% 91.3% /91.89glance. Our hyperbolic topic network visualization algjom
query stockings mushrooms cats tigers  can achieve a good balance between the local detail aroend th

- 82.5% /83.6% 86.3% /84.2% 86.2% /829% 80.6% I79.8%5arg' cyrrent focus which is embedded in the global coatext
query vegetables roses feathers socks .

= 85.8% /86.3%  86.5% /86.29% 81.2% /81.3%  83.2% /84.1%’f the tOpIC network, thus the users can see not only the
query trees shoes woods planes image topic in current focus but also the appropriate divast

= 94-6%t/94-3% 90.1% /89.8% 83-5_"/‘;_/83-6% 0.2% 190.7%or future search as shown in Fig. 4. Through such user-
query stars rivers paintings shops . . . .

= 89.3%/86.8% 89.8% /89.6% 89.6% /90.2%  91.2% /91.008YSteM interaction process, users can easily communtuzite t
query ags cities signs buildings _ image needs by selecting the visible image topics on the topi

= 90.6% /91.2% 88.6% /84.8%  90.2% /91.2%  89.3% /90.2%etwork directly.
query mountaints parks sunsets doors _Ari : : ot :

=% 906% /90.4% 90.8% /917% 915% /923%  92.8% /92 8% Qur context-driven image visualization and exploranon al
query parties springs windows walls gorithm can help.hl_Jmian beings understand the image contents

= 80.6% /79.8%  80.6% /80.7% 82.6% /80.8% 91.8% /91.5%nd the visual similarity contexts between the images at the
query temples holidays weddings vacations st glance. Our interactive user-system interface carpals

= S0.6% 91.6% 89.0%190.2% 85.8% /87.4% 82.6% /90.50/5”0\/3 users. to express their time va?lying query intereatsly
query leaves birthdays streets plants ' - B - ]

= 81.3% /81.5% 82.8% /80.3%  86.8% /86.5%  80.6% /80.9%0r directing the system to nd more relevant images acauydi
query mars__ men |§kes ] Wazeffa" o their personal preferences. Thus dustClick system for
q;ery 91‘2}1/‘;[/1%%3‘5/" 87‘?)@5252/" 85‘1{34@2‘7/" 89‘4fg°cleil'5/ﬁersonalized image recommendation can signi cantly inapro

=#  785% /79.3% 82.5% /85.6% B84.3% /85.2%  75.6% /74.20in€ users'’ ability on locating some particular images oéiiest
query monkeys girls lions bears  or a group of visually-similar images as shown in Fig. 11, Fig

= 76.3‘1/0 /77.|4% 81.6% /82.8% 80.b5_% /:31.6% 79?%_ I798% 2, Fig. 13 and Fig. 14.
query motorcycles cars icycles rains .

= 8380 /84 5% 87.9% /88.8% 89.6% /90.7% 903% /898% 1he assess_ment_of thg relevance. between the images and the
query victoria baby california holiday  users' query intentions is strongly in uenced by the inhegre

=#__ 89.2% /87.3% 81-6;% /df31-7% 91-3‘? 192.5% 8956% 189.4%isual similarity contexts. OQudustClick system can exploit
query art 00 urpan oats H H H H

=7 BA5% /548% B3.6% 66.7% 83.9% [90.2% 60.8% /.04 0 Preserve the inherent visual similarity contexts betwe
query ocean waves summer spain _ the images effectively. Through change of focus, ustClick

86.6% /87.8%

85.4% /88.9%

80.5% /80.3%

80.8% /80.6%ystem can also allow users to assess the nonlinear visual

similarity contexts between the images interactively wape

using the low-level visual features) are very important fahouse dragging without losing the nonlinear visual sintijar
achieving more effective image retrieval, even the lowelevcontexts between the images.
visual features may not be able to carry the semantics of

image contents directly. It is also worth noting that such

VI. CONCLUSIONS ANDFUTURE WORKS

interactive process for intention-driven image recomnagiod

can be achieved in real time, and thus dustClick system
can support interactive image exploration on-line.

In this paper, we have developed a novel framework
called JustClick to enable personalized image recommenda-

Our evaluation of the bene ts from similarity-based imagéion via exploratory search from large-scale collectiorfs o
visualization on assisting users to access large-scalgemé&lickr images. The topic network is automatically genetate
collections focuses on three issues: (a) Do our topic nédtwdo summarize and visualize large-scale image collectidns a
visualization and exploration tools allow users to comrmoaté a semantic level. The nonlinear visual similarity contexts
their image needs more effectively and precisely? (b) Ometween the images are exploited to select a limited number
our hyperbolic image visualization and interactive exatmm of most representative images to summarize large amounts of
tools allow users to direct the system for nding more relgva semantically-similar images under the same topic accgrdin
images effectively? (c) Do our hyperbolic image visuali@mat to their representativeness scores. Kernel PCA and hyferbo
and interactive exploration tools allow users to assess thisualization are used to exploit and preserve the nonlinea
relevance between the recommended images and their maalilarity structures between the images more effectjvety

guery intentions more effectively?

that users can navigate and explore the most representative
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