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JustClick: Personalized Image Recommendation via
Exploratory Search from Large-Scale Flickr Image

Collections
Jianping Fan, Daniel A. Keim, Yuli Gao, Hangzai Luo, Zongmin Li

Abstract—In this paper, we have developed a novel framework
called JustClick to enable personalized image recommendation
via exploratory search from large-scale collections of manually-
annotated Flickr images. First, a topic network is automatically
generated to summarize large-scale collections of manually-
annotated Flickr images at a semantic level. Hyperbolic visu-
alization is further used to enable interactive navigation and
exploration of the topic network, so that users can gain insights
of large-scale image collections at the �rst glance, build up
their mental query models interactively and specify their queries
(i.e., image needs) more precisely by selecting the image topics
on the topic network directly. Thus our personalized query
recommendation framework can effectively address both the
problem of query formulation and the problem of vocabulary
discrepancy and null returns. Second, a limited number of
images are automatically recommended as the most represen-
tative images according to their representativeness for a given
image topic. Kernel principal component analysis and hyperbolic
visualization are seamlessly integrated to organize and layout the
recommended images (i.e., most representative images) according
to their nonlinear visual similarities, so that users can assess the
relevance between the recommended images and their real query
intentions interactively. An interactive interface is implemented
to allow users to express their time-varying query intentions and
to direct the system to more relevant images according to their
personal preferences. Our experiments on large-scale collections
of Flickr image collections show very positive results.

Index Terms—Topic network, similarity-based image visual-
ization, personalized image recommendation, user-system inter-
action.

I. I NTRODUCTION

T He last few years have witnessed enormous growth in
digital cameras and online high-quality digital images,

thus there is an increasing need of new techniques to support
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more effective image search. Because the keywords are more
intuitive for users to specify their image needs, keyword-based
image retrieval approaches are now becoming more popular
than traditional content-based image retrieval (CBIR) ones [1].
However, there are at least three main obstacles for supporting
keyword-based image retrieval: (a) Automatic annotation of
large sets of images with unconstrained contents and capturing
conditions is still an ongoing research challenge because of
the semantic gap [8, 14-17]. (b) For the same keyword-based
query, different users may look for different types of images
with various visual properties and a few keywords for query
formulation cannot capture the users' personal preferences
effectively and ef�ciently. Thus most existing systems tend
to return the same set of images to all the users (i.e., one
size �ts all) and users may seriously suffer from the problem
of information overload [2-3, 35-39]. (c) Users may not be
able to �nd the most suitable keywords to formulate their
image needs precisely or they may not even know what to
look for (i.e., I don't know what I am looking for, but I'll
know when I �nd it) [4-6]. In addition, there may have a
vocabulary discrepancy between the keywords for users to
formulate their queries and the text terms for image annotation,
and such vocabulary discrepancy may result in null returns
for the mismatching queries. Thus users may seriously suffer
from both the problem of query formulation and the problem
of vocabulary discrepancy and null returns. The keywords for
image annotation may not be able to describe the rich details
of the visual contents of the images suf�ciently, thus most
existing keyword-based image retrieval systems cannot support
users to look for some particular images according to their
visual properties.

Even though the keywords are more intuitive for users to
formulate their queries (i.e., image needs), a few keywords
cannot describe the users' real query intentions effectively and
ef�ciently, thus there is an uncertainty between the keywords
for query formulation and the users' real query intentions.
In addition, the users' query intentions may vary with their
timely image observations, and such dynamics cannot be
characterized precisely by using pre-learned user pro�les.
The huge number of online users and the uncertainties of
the image retrieval environment (i.e., dynamic nature of the
users' interests and huge diversity of image semantics) also
make it extremely dif�cult to learn the user pro�les precisely.
Therefore, it is very important to develop new algorithms that
can capture the users' dynamic query intentions implicitlyfor
supporting personalized image recommendation.
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It is important to understand that the system alone cannot
meet the users' sophisticated image needs effectively, image
search requires greater interactivity between the users and the
systems [7]. Thus there is an urgent need to enhance the sys-
tem's ability to allow users to communicate their image needs
more precisely and express their time-varying query interests
effectively. Visualization and interactive image exploration can
offer good opportunities for allowing users to add their back-
ground knowledge, powerful pattern recognition capability and
inference skills for directing the systems to �nd more relevant
images according to their personal preferences [4-5, 20-28].
Such user-system interaction and exploration process can bring
the system perspective of image collections and the users'
perspective of image needs together. Thus the interactive user-
system interface should aid the users in understanding and
expressing their image needs more precisely. Unfortunately,
designing interactive user interfaces for the CBIR systemshas
not received enough attentions [7].

From the users' point of views, such interactive user in-
terfaces should be able to allow them to: (a) communicate
their image needs easily to the system; (b) express their
time-varying query interests precisely for directing the system
to �nd more relevant images according to their personal
preferences; (c) explore large amounts of returned images in-
teractively according to their inherent visual similaritycontexts
for relevance assessment; and (d) track and visualize their
access path (query contexts) and recommend the most relevant
image topics or the most representative images for the next
search.

From the system's point of view, such interactive user
interfaces should be able to: (1) disclose a good global
overview (i.e., a big picture) of large-scale image collections
to assist users in making better query decisions; (2) visualize
large amounts of returned images according to their visual
similarity contexts to assist the users in interactive image
exploration and relevance assessment; (3) capture the users'
time-varying query intentions implicitly and integrate them to
�nd more relevant images according to the users' personal
preferences; and (4) provide a good environment to integrate
users' background knowledge and pattern recognition capacity
for bridging the semantic gap in the loop of image retrieval.

Based on these observations, we have developed a novel
framework calledJustClick to achieve personalized image
recommendation by supporting interactive image exploration.
Our research focuses on large-scale collections of manually-
annotated Flickr images to bypass the semantic gap problem
for automatic image annotation. In addition, a more effective
user-system interface is designed for integrating the users'
background knowledge and their pattern recognition capability
to bridge the semantic gap interactively in the loop of image
retrieval. This paper is organized as follows. Section 2 brie�y
reviews some existing work on tackling these three obstacles;
Section 3 introduces our new scheme to incorporate topic
network and hyperbolic visualization for achieving personal-
ized query recommendation (addressing both the problem of
query formulation and the problem of vocabulary discrepancy
and null returns); Section 4 describes our new algorithm for
integrating visualization and interactive image exploration to

capture the users' time-varying query intentions implicitly for
achieving a user-adaptive image recommendation (addressing
the problem of time-varying query intentions and information
overload); Section 5 summarizes our evaluation of the algo-
rithms and the system; We conclude in Section 6.

II. RELATED WORK

To tackle the �rst obstacle (e.g., bridge the semantic gap for
image annotation), automatic image annotation via semantic
classi�cation has recently received sustantial attentions [14-
17]. Unfortunately, supporting automatic annotation of large-
scale image collections with unconstrainted contents and cap-
turing conditions is still an ongoing research challenge [1].
Therefore, two alternative approaches are widely used for
supporting keyword-based retrieval of large-scale onlineimage
collections: (a)Google image search engineby indexing large-
scale online image collections through the text terms that are
automatically extracted from the associated text documents,
image �le names or URLs; (b)Flickr image search engineby
indexing large-scale collections of shared images throughthe
taggings that are manually provided by numerous online users.
These keyword-based image search engines have offered many
good opportunities for the CBIR community while emerging
many new challenges.

The two commercial image search engines Google and
Flickr have achieved signi�cant progress on supporting
keyword-based retrieval of large-scale online image collec-
tions by using the manual image taggings or the associated
text terms, but their performance (accuracy, ef�ciency, and
effectiveness) is still not acceptable because of the following
reasons: (1) The �le names, URLs, and the associated text
terms may not have exact correspondence with the semantics
of the images, and thus the Google image search engine returns
large amounts of junk images [40-41]. (2) Different users
may use various keywords with ambiguous word senses to
annotate the images and one single keyword may have multiple
word senses, thus the Flickr image search engine may return
inconsistent or incomplete results. In addition, there mayhave
a vocabulary discrepancy between the keywords for users to
formulate their queries and the taggings for manual image
annotations, and such vocabulary discrepancy may result in
null returns for the mismatching queries. Thus only using
the manual annotations for image retrieval may be far from
people's expectation. (3) The visual contents of the images
are completely ignored, thus both Google image search engine
and Flickr image search engine cannot allow users to look for
some particular images of interest according to their visual
properties. However, there are some evidence that the visual
properties are very important for people to search for images
[20-28]. Unfortunately, the keywords may not be expressive
enough for describing the rich details of the visual contents
of the images suf�ciently. Even the low-level visual features
may not be able to carry the semantis of image contents
directly [8], they can de�nitely be used to enhance users'
abilities on �nding some particular images according to their
inherent visual similarity contexts. (4) A few keywords for
query formulation may not be able to capture the users' real
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query intentions effectively, thus users may seriously suffer
from the problem of information overload.

Some pioneer work have been done by incorporating rel-
evance feedback to bridge thesemantic gapin the loop of
image retrieval [42-46]. Unfortunately, most existing relevance
feedback approaches may bring huge burden on the users and
a limited number of labeled images may not be representative
enough for learning an accurate prediction model to categorize
large amount of unseen images precisely.

To tackle the second obstacle (e.g., the problem of time-
varying query intentions and information overload), person-
alized information retrieval can be treated as one potential
solution and there are two well-accepted approaches:content-
based �ltering [38-39] and collaborative �ltering [35-37].
Unfortunately, both of them cannot directly be extended for
supporting personalized image recommendation because of the
huge diversity and the time-varying properties of the users'
preferences, and it is very hard if not impossible to learn the
users' preferences precisely from a few relevance judgments.

The collaborative �ltering approach may suffer from the
sparsenessproblem when there is a shortage of the users'
ratings of the images, and it cannot be used to recommend
new images because of the�rst rating problem. On the other
hand, the content-based �ltering approach cannot be used to
achieve serendipitous discovery of unexpected images because
the pro�les may over-specify the users' interests. An accurate
text-based description of image contents is also required to
achieve reliable content-based image �ltering. Unfortunately,
the manual image taggings that are available at Flickr may
be incomplete for describing the rich details of the visual
contents of the images accurately, thus they cannot be used
to support reliable content-based image �ltering. On the other
hand, achieving automatic annotation of large-scale image
collections with unconstrained contents is still an open issue
for the CBIR community [1]. The pro�les for new users
may not be available, thus all these existing personalized
information recommendation algorithms cannot support new
users effectively.

The interfaces for most existing CBIR systems are designed
for users to assess the relevance between the returned images
and their real query intentions via page-by-page browsing.
Such page-by-page browsing approach may seriously suffer
from the following problems: (1) They are not scalable to the
sizes of the images and many pages are needed for displaying
large amounts of images returned by the same keyword-based
query, thus it is very tedious for users to look for some
particular images of interest through page-by-page browsing.
(2) Because the visual similarity contexts among the returned
images are completely ignored for image ranking, the visually-
similar images may be separated into different pages and each
page may lead the users to new image contents. Such inter-
page visual disconnection may divert the users' attentionsfrom
their current query contexts and make it very dif�cult for the
users to compare the diverse visual similarities between the
returned images. Thus the users cannot assess the relevance
between the returned images and their real query intentions
effectively. Rather than displaying the returned images page
by page, more interactive user interfaces should be developed

to allow the users to explore large amounts of returned images
according to their inherent visual similarity contexts, sothat
the users can discover new knowledge from large-scale image
collections via exploratory search [3].

Based on these observations, some pioneer works have
been done by incorporating visualization to support interactive
image navigation and exploration [20-28]. Rubner et al. [20]
and Stan et al.[21] have incorporated feature-based visual
similarity and multi-dimensional scaling (MDS) to create a
2D layout of the images, so that users can navigate the
images easily according to their feature-based visual similarity.
Nyuyen and Worring have incorporated isometric mapping to
exploit the nonlinear similarity structures for image visualiza-
tion [23], and Moghaddam et al. have incorporated PCA to
enable similarity-based image visualization which focuses on
achieving low computational cost and fast convergence rate
[25]. Recently, Walter et al. have incorporated MDS with
hyperbolic visualization to create the spatial layout of the
images based on their pairwise feature-based visual dissim-
ilarity [22]. Unfortunately, all these existing similarity-based
image visualization techniques cannot work on large-scale
image collections because they may seriously suffer from the
following problems: (a) they are not scalable to the sizes of
the images because of the overlapping problem; (b) they are
not scalable to the diversity of image semantics because of
the shortage of the effective techniques for semantic image
summarization; (c) the underlying similarity functions may not
be able to characterize the diverse visual similarities between
the images accurately and the visual similarity structures
between the images could be nonlinear; (d) most existing
techniques for image projection, such as MDS and PCA, may
suffer from low convergence rate, stick in local minima or
may not be able to exploit and preserve the nonlinear visual
similarity structures between the images precisely.

To tackle the third obstacle (e.g., problem of query formula-
tion and problem of vocabulary discrepancy and null returns),
Flickr has provided a list of the most popular taggings (i.e.,
tagcloud) for assisting users on query formulation. Unfortu-
nately, the contextual relationships between the image topics
are completely ignored. However, such inter-topic contextual
relationships, which can give a good approximation of the
interestingness of the image topics (i.e., like PageRank for
characterizing the importance of web pages [34]), may play
an important role for the users to make better query decisions.
When the most relevant image topics are displayed together
according to their association contexts, it is easier for the users
to come up with more clear query concepts. Therefore, it is
very attractive to exploit both the image topics of interestand
their association contexts for supporting personalized query
recommendation, so that the users can make better query
decisions and formulate their image needs more precisely.

III. PERSONALIZED QUERY RECOMMENDATION

Every process for image seeking is necessarily initiated
by an image need from the user's side, thus a successful
CBIR system should be able to allow the users to obtain a
good global overview (i.e., a big picture) of large-scale image
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collections quickly and communicate their image needs more
effectively. In ourJustClicksystem, we have developed two in-
novative techniques to support personalized query recommen-
dation for assisting the users in communicating their image
needs with the system more effectively: (a) Topic network is
automatically generated to summarize large-scale collections
of manually-tagged Flickr images at a semantic level; (b)
Hyperbolic visualization is implemented to support changeof
focus effectively, so that the users can gain the signi�cant
insights of large-scale image collections via interactivetopic
network navigation and exploration.

Our topic network consists of two key components:popular
image topicsat Flickr and theirinter-topic contextual relation-
ships. We have developed an automatic scheme for generating
such topic network from large-scale collections of manually-
tagged Flickr images. Each image at Flickr is associated with
the users' taggings of the underlying image semantics and the
users' rating scores. After the images and the associated users'
taggings are downloaded from Flickr.com, the text terms for
image topic interpretation are identi�ed automatically byusing
standard text analysis techniques.

Concept ontology has recently been used to index and
summarize large-scale image collections at the concept level
by using one-direction IS-A hierarchy (i.e., each concept node
is linked with only its parent node in one direction) [9-
10]. However, the contextual relationships between the image
topics at Flickr could be more complex rather than such one-
direction IS-A hierarchy, where each image topic may link
with multiple related image topics as a network. Thus the
inter-topic contexts for Flickr image collections cannot be
characterized precisely by using only the one-direction IS-
A hierarchy. Based on these observations, we have devel-
oped a new algorithm for determining more general inter-
topic associations by seamlessly integrating both the semantic
similarity and theinformation contentgained from the co-
occurrence probability of the relevant text terms. The inter-
topic association� (Ci ; Cj ) is then de�ned as:

� (Ci ; Cj ) = � �
eS(C i ;C j ) � e� S(C i ;C j )

eS(C i ;C j ) + e� S(C i ;C j )
+

! �
et �G(C i ;C j ) � e� t �G(C i ;C j )

et �G(C i ;C j ) + e� t �G(C i ;C j )
(1)

where � + ! = 1 , the �rst part is used to measure the
contribution from the semantic similarityS(Ci ; Cj ) between
the image topicsCj and Ci , the second part indicates the
contribution from the information contentG(Ci ; Cj ) gained
from the co-occurrence probability of the image topicsCi and
Cj , t is an integer to keepS(Ci ; Cj ) and t � G(Ci ; Cj ) to be
on the same scale,� and ! are the weighting parameters.
In our de�nition, the strength of the inter-topic association is
normalized to1 and it increases adaptively with the semantic
similarity and the information content.

The information contentG(Ci ; Cj ) is de�ned as:

G(Ci ; Cj ) = �
1

log � (Ci ; Cj )
(2)

where � (Ci ; Cj ) is the co-occurrence probability of the text
terms for interpreting two image topicsCj andCi , and it can

be obtained from the available image annotation document.
From this de�nition, one can observe that higher co-occurrence
probability � (�; �) of the image topics corresponds to larger
information contentG(�; �) and stronger inter-topic association
� (�; �).

The semantic similarityS(Ci ; Cj ) is de�ned as [48]:

S(Ci ; Cj ) = max
�

� log
Shortest � Length(Ci ; Cj )

2 � T axonomy� Depth

�
(3)

whereShortest � Length(Ci ; Cj ) is the length of the shortest
path between the image topicsCi and Cj in an one-drection
IS-A taxonomy, andT axonomy� Depth is the maximum
depth of such one-direction IS-A taxonomy. From this de�ni-
tion, one can observe that closer between the image topics (i.e.,
smaller value ofShortest � Length(�; �)) on the taxonomy
corresponds to higher semantic similarityS(�; �) and stronger
inter-topic association� (�; �).

The information contentG(�; �) gained from the co-
occurrence probability of the image topics is more represen-
tative for characterizing the complex inter-topic associations
at Flickr, thus it plays more important role than the semantic
similarity S(�; �) on characterizing the strength of the inter-
topic associations� (�; �), and we set� = 0 :4 and ! = 0 :6
heuristically.

Unlike the one-direction IS-A hierarchy in the concept
ontology, each image topic can be linked with all the other
image topics on the topic network, thus the maximum number
of such inter-topic associations isn (n � 1)

2 , wheren is the total
number of image topics on the topic network. However, the
strength of the associations between some image topics may
be very weak (i.e., the corresponding text terms for image
topic interpretation may not be used simultaneously for manual
image annotation), thus it is not necessary for each image topic
to be linked with all the other topics on the topic network.
Based on this understanding, each image topic is automatically
linked with top m (m � n) most relevant image topics with
larger values of the inter-topic associations� (�; �), and the
potential number of such inter-topic associations is reduced
to n � m

2 . One small part of our topic network is given in
Fig. 1, where the image topics are organized according to the
strength of their associations,� (�; �). One can observe that such
topic network can provide a good global overview (i.e., a big
picture) of large-scale collections of manually-tagged Flickr
images at a semantic level, thus it can be used to assist users
in making better query decisions. When users see how the
image topics are related to each other on the topic network,
they will have a better understanding of their image needs and
come up with more precise query concepts.

To integrate the topic network for supporting personalized
query recommendation, it is very attractive to enable graphical
representation and visualization of the topic network, so that
users can obtain a good global overview of large-scale image
collections at the �rst glance. It is also very attractive toenable
interactive topic network navigation and exploration according
to the inherent inter-topic contexts, so that the users can easily
�nd the image topics which are more relevant to their mental
query models. Thus the queries do not need to be formulated
explicitly, but emerge through the interaction of the userswith
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Fig. 1. One portion of our topic network for organizing large-scale manually-annotated Flickr image collections at a semantic level.

the topic network (i.e., users can just choose the visible image
topics on the topic network rather than generate the keywords
for query formulation, thus we name our system asJustClick).
Unfortunately, visualizing large-scale topic network (i.e., the
topic network which consists of large amounts of image topics)
in a 2D system interface with a limited screen size is not a
trivial task because of the overlapping problem [30].

To tackle the overlapping problem for topic network visual-
ization, we have investigated multiple innovative techniques:
(a) The interestingness scores are de�ned for the image topics
on the topic network and they are used to highlight the image
topics of interest and eliminate some less interesting image
topics, so that users can always be acquainted by the most
interesting image topics and gain the signi�cant insights of
large-scale image collections at the �rst glance. (b) A new
constraint-driven topic clustering algorithm is developed to
achieve multi-level representation and visualization of large-
scale topic network, so that our topic network visualization
algorithm can have good scalability with the number of
image topics. (c) A query-driven topic network visualization
algorithm is developed to support goal-directed query rec-
ommendation, so that users can be acquainted by a limited
number of image topics which are most relevant to their
current query interests. (d) Hyperbolic visualization is used
to enable interactive topic network exploration and tacklethe
overlapping problem interactively via change of focus.

It is worth noting that the processes for automatic
topic network construction, interestingness score calculation,
constraint-driven topic clustering, multidimensional scaling
(MDS) for topic network projection and visualization, and per-
sonalized topic network generation can be performed off-line.
Only the processes for interactive topic network exploration

and query-driven topic visualization should be performed on-
line and they can be achieved in real time.

A. Query Recommendation via Interactive Topic Network Ex-
ploration

We have integrated both the popularity of the image topics
and the importance of the image topics to determine their
interestingness scores. The popularity for one certain image
topic is related to the number of images under the given image
topic. If one image topic consists of more images, it tends to
be more interesting. The importance of a given image topic
is also related to its linkages with other image topics on the
topic network. If one image topic is linked with more image
topics on the topic network, it tends to be more interesting
[34]. Thus theinterestingness score%(Ci ) for a given image
topic Ci is de�ned as:

%(Ci ) = " �
en (ci ) � e� n (ci )

en (ci ) + e� n (ci )
+ � �

er � l (ci ) � e� r � l (ci )

er � l (ci ) + e� r � l (ci )
(4)

where " + � = 1 , n(ci ) is the number of images underCi ,
l (ci ) is the number of image topics linked withCi on the topic
network, andr is an integer to keepn(ci ) and r � l (ci ) to be
on the same scale. The number of the linked topics is more
important than the number of images for characterizing the
interestingness for a given image topic [34], e.g., image topics,
which consist of a smaller size of images but are linked with
many other image topics, are more interesting than the image
topics which consist of larger size of images but are linked
with few other image topics. Based on this observation, we
set � = 0 :6 and " = 0 :4 heuristically. In our de�nition, the
interestingness score� (�) is normalized to1 and it increases
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Fig. 2. Query-drievn visualization of the same topic networkas shown in
Fig. 1, where “sunset” is the query concept from the user.

adaptively with the number of imagesn(�) and the number of
the linked topicsl(�).

After such interestingness scores for all the image topics
on the topic network are available, the image topics are
then ranked according to their interestingness scores, so that
the most interesting image topics with larger values of the
interestingness scores can be highlighted effectively andthe
less interesting image topics with smaller values of the in-
terestingness scores can be eliminated automatically fromthe
topic network. Thus users can always be acquainted by the
most interesting image topics.

We have also developed a new constraint-driven clustering
algorithm to achieve multi-level representation of large-scale
topic network, and the pairwise edge weight is de�ned as:

 (Ci ; Cj ) = � (Ci ; Cj )�

8
><

>:

e
�

d 2 ( C i ;C j )

� 2
L ; if d (Ci ; Cj ) < �

0; otherwise
(5)

where the �rst part� (Ci ; Cj ) denotes the association between
the image topicsCi and Cj , the second part indicates their
linkage relatedness and constraint,d(Ci ; Cj ) is the distance
between the physical locations for the image topicsCi and
Cj on the topic network,� L is the variance of their physical
location distances, and� is a pre-de�ned threshold.

After such pairwise edge weight matrix is obtained, Nor-
malized Cut algorithm is used to obtain an optimal partition
of large-scale topic network [29]. Thus the image topics,
which are strongly correlated and are connected each other
on the topic network, are partitioned into the same cluster
and be treated as one super-topic at the higher abstract level.
Each super-topic can be expanded into a group of strongly-
correlated image topics (i.e., a smaller-size topic network) at
the lower level. Thus our constraint-driven topic clustering
algorithm is able to achieve multi-level representation and
visualization of large-scale topic network. Because the number
of image topics at each level are much smaller, our multi-
level topic network representation and visualization algorithm
can reduce the visual complexity signi�cantly, tackle the
overlapping problem effectively, and have good scalability
with the number of image topics.

When the users have clear query concepts in mind, they
can directly submit their keyword-based queries to our system
and we have developed a novel algorithm to enablequery-

drievn topic network visualization. As shown in Fig. 2, large-
scale topic network is re-organized according to the user's
query concept and more spaces are arranged automatically for
the image topics which are more relevant to the given query
concept. Thequery-driven interestingness score%q(Ck ) for a
given image topicCk on the topic network is de�ned as:

%q(Ck ) = %(Ck )� � (Ck ; Cmatch )�

8
<

:

1; d(Ck ; Cmatch ) � 2

0; otherwise
(6)

where theCmatch is used to denote the image topic on the
topic network which best matches with the user's query con-
cept,d(Ck ; Cmatch ) is the location distance between the given
image topicCk and the best matching image topicCmatch by
counting the image topic nodes between them on the topic
network. In our current implementation, we just consider the
most relevant image topics which the distance is no more than
2 (i.e., second-order nearest neighbors on the topic network).
Our query-driven topic network visualization algorithm can
offer at least two advantages: (a) it can signi�cantly reduce
the overlapping between the image topics by focusing on only
a small number of image topics which are most relevant to
the user's query concept (e.g.,%q(�) 6= 0 ); (b) it can guide the
user on which image topics they can access for next search
according to the inter-topic contexts.

We have investigated multiple solutions to layout the topic
network: (1) A string-based approach is incorporated to visu-
alize the topic network with a nested view, where each image
topic is displayed closely with the most relevant image topics
according to the strength of their inter-topic associations.
The interestingness score for each image topic can also be
visualized, so that users can get the sense of the interestingness
of the image topics at the �rst glance. (2) The inter-topic con-
textual relationships are represented as the weighted undirected
edges, and the length of such weighted undirected edges are
inversely proportional to the strength of the corresponding
inter-topic association� (�; �), e.g., closer image topics on
the topic network are more relevant with stronger inter-topic
associations. Thus the geometric closeness between the image
topics is strongly related to their associations, so that such
graphical representation of the topic network can reveal a great
deal about how these image topics are correlated and how they
are intended to be used jointly for manual image tagging. (3)
An iconic image is selected automatically for each image topic
and it is visualized simultaneously with the corresponding
image topic node. Such combination of the iconic images
and the text terms for multi-modal image topic interpretation
and visualization can provide more intuitive format for human
cognition.

Our approach for topic network visualization has also ex-
ploited hyperbolic geometry [30]. The hyperbolic geometryis
particularly well suited for achieving graph-based layoutof
the topic network. The essence of our approach is to project
the topic network onto a hyperbolic plane according to the
strength of the associations between the image topics, and
layout the topic network by mapping the relevant image topic
nodes onto a circular display region. Thus our hyperbolic topic
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Fig. 3. Interactive exploration of the topic network (shownin Fig. 1) via
change of focus.

network visualization scheme takes the following steps: (a)
The image topic nodes on the topic network are projected
onto a hyperbolic plane according to the strength of their
associations by minimizing Sammon's cost function [47]:

E (f Ci g) =
nX

i =1

nX

j>i

wij j� (Ci ; Cj ) � � (Ci ; Cj )j2 (7)

where� (Ci ; Cj ) is the strength of the inter-topic association
between the image topicsCi andCj , the factorswij are used
to weight the disparities individually and also to normalize the
Sammon's cost functionE to be independent to the absolute
scale of the inter-topic association� (Ci ; Cj ), and � (Ci ; Cj )
is the location distance between the image topicsCi and Cj

on the hyperbolic plane.

� (Ci ; Cj ) = 2 � arctanh
�

jX ci � X cj j

j1 � X ci
�X cj j

�
(8)

whereX ci andX cj are the locations of the image topics on the
hyperbolic plane. In our current implementation, Sammon's
intermediate normalization factor is used to calculatewij :

wij =
1

P n
k=1

P n
l>k � (Cl ; Ck )

1
� (Ci ; Cj )

(9)

(b) After such context-preserving projection of the image
topics is obtained, Poincaré disk model [30] is used to map the
image topic nodes on the hyperbolic plane onto a 2D display
coordinate. Poincaré disk model maps the entire hyperbolic
space onto an open unit circle, and produces a non-uniform
mapping of the image topic nodes to the 2D display coordi-
nate.

After the hyperbolic visualization of the topic network is
available, it can be used to enable interactive explorationand
navigation of the semantic summary (i.e., topic network) of
large-scale collections of manually-annotated Flickr images
via change of focus. The change of focusis implemented
by changing the mapping of the image topic nodes from
the hyperbolic plane to the unit disk for display, and the
positions of the image topic nodes in the hyperbolic plane
need not to be altered during the focus manipulation [30].
As shown in Fig. 3, users can change their focuses of image
topics by clicking on any visible image topic node to bring
it into focus at the screen center, or by dragging any visible
image topic node interactively to any other screen location

without losing the semantic contexts between the image topic
nodes, where the rest of the layout of the topic network
transforms appropriately. Users can directly see thetopics
of interest in such interactive topic network navigation and
exploration process, thus they can build up their mental query
models interactively and specify their queries precisely by
selecting the visible image topics on the topic network directly
as shown in Fig. 4. By supporting interactive topic network
exploration, our hyperbolic topic network visualization scheme
can support personalized query recommendation interactively,
which can address both the problem of query formulation and
the problem of vocabulary discrepancy and null returns more
effectively. Such interactive topic network exploration process
does not require the user pro�les, thus ourJustClick system
can also support new users effectively.

When large-scale topic network comes into view, visualizing
all the image topics and their contextual relationships in one
sceen with size limitation is impractical. Thus our hyperbolic
visualization scheme focuses on assigning more spaces for the
image topic node in current focus and ignoring the details for
the residual image topic nodes on the topic network, which can
tackle the overlapping problem interactively. Through change
of focus, users can always be acquainted by the image topics
of interest according to their time-varying query interests. At
the same time, users can also see the local inter-topic contexts
which are embedded in a global structure (i.e., topic network),
so that they can easily perceive and recognize the appropriate
directions for future search as shown in Fig. 4. OurJustClick
system can also track and visualize the users' access path
(query contexts over the topic network) as shown in Fig.
4(a), so that the users can see a “big picture” about which
image topics they have visited, which image topics they are
visiting now, and which image topics are recommended by
our system for next search. Thus the users can always be
acquainted by the image topics which are most relevant to
their current query interests. By tracking and visualizingthe
users' access path, the users can see a good global structure
of their query contexts and keep track of the progress of their
sequential searches. Through examining and comparing the
results (see section 4) obtained by these sequential searches
(i.e., using different image topics) on the query context map,
the users can easily discover the boundary of the meaning
for their query concepts (i.e., which image topic starts to
return the images with completely different visual properties).
Such boundary can also allow the users to know which image
topics on the query context map (embedded on the topic
network) can give them more relevant images according to
their personal preferences. The query context maps, which can
also be used to record the users' dynamic query actions, are
further exploited to generate personalized topic network for
query recommendation.

B. Personalized Topic Network Generation for Query Recom-
mendation

The users' query interests have two signi�cant properties:
(a) dynamic (current and time-varying interests); (b) consis-
tency (long-term and general interests) [35-39]. Our user-
system interaction interface focuses on capturing the users'
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Fig. 4. Our JustClick system can achieve a good balance between global context and local details: (a) user's access path on a global context of the topic
network; (b), (c) and (d) the local details of the semantic contexts for query recommendation.

dynamic query interests adaptively for supporting personalized
topic recommendation. On the other hand, it is also very
attractive to learn the users' long-term query interests (i.e.,
user pro�les) for personalized topic recommendation.

In ourJustClicksystem, we have developed a new algorithm
for learning the user pro�les automatically from the collection
of the user's dynamic query actions (i.e., query context maps)
for updating the system's knowledge of the user's image needs
and personal preferences. Thus thepersonalized interesting-
ness score%p(Ci ) for a given image topicCi on the topic
network can be de�ned as:

%p(Ci ) = %(Ci ) + %(Ci )
�

� v
ev(C i ) � e� v (C i )

ev(C i ) + e� v (C i )
+

� s
es(C i ) � e� s(C i )

es(C i ) + e� s(C i )
+ � d

ed(C i ) � e� d(C i )

ed(C i ) + e� d(C i )
(10)

where%(Ci ) is the original interestingness score of the given
image topicCi , v(Ci ) is the visiting times of the given image
topic Ci from the particular user,s(Ci ) is the staying seconds
for the particular user to stick on the given image topicCi ,
d(Ci ) is the access depth for the particular user to interact
with the image topicCi and the images underCi , � v , � s,
and � d are the normalization parameters,� v + � s + � d =
1. Thus the personalized interestingness scores of the image
topics can be determined immediately when such user-system
interaction happens, and they will converge to the stable values
for characterizing the user's long-term query interests (i.e.,
user pro�les).

After the personalized interestingness scores for all these
image topics are learned from the collection of the user's
dynamic query actions, they can be used to highlight the image

Fig. 5. The �rst-order nearest neighborhood and inter-topic correlations for
automatic preference propagation, where the image topic “beach” in the center
is to be propagated.

topics for generating a personalized topic network to represent
the user pro�les. Thus the image topics with smaller values
of the personalized interestingness scores can be eliminated
automatically, so that each user can be acquainted by the
most interesting image topics according to his/her personal
preferences.

The user's interests may be changed according to his/her
timely image observations, and one major problem for inte-
grating the pre-learned user pro�les for query recommendation
is that such pre-learned user pro�les may over-specify the
user's interests. Thus the pre-learned user pro�les may hinder
the user to access other interesting image topics on the
topic network. Based on this observation, we have developed
a novel algorithm for propagating the user's interests over
other relevant image topics on the topic network. Thus the
personalized interestingness score%p(Cj ) for the image topic
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Cj to be propagated can de�ned as:

%p(Cj ) = %(Cj )' p(Cj ) (11)

where%(Cj ) is the original interestingness score for the image
topic Cj to be propagated,' p(Cj ) is the propagation strength
of the image topicCj and it is de�ned as:

' p(Cj ) =
X

l 2 


�� (Cl )

�� (Cl ) =

8
<

:

� (Cl ; Cj ); d(Cl ; Cj ) = 1

0; otherwise
(12)

where 
 is the set of the accessed image topics in the �rst-
order nearest neighborhood of the image topicCj as shown
in Fig. 5, � (Cl ; Cj ) is the inter-topic association between
the image topicCj to be propagated and the image topic
Cl that has been accessed by the particular user. Thus the
image topics, which have larger values of the personalized
interestingness scores%p(�), can be propagated adaptively.

It is worth noting that the image topics, which are less
interesting in the large pool of image topics and are eliminated
at the beginning for reducing the complexity for large-scale
topic network visualization, can be recovered and be presented
to the particular user when their strongly-related image topics
(which are strongly related to these eliminated image topics)
are accessed by the particular user and thus the values of
their personalized interestingness scores may become larger.
Therefore, our interestingness propagation algorithm canallow
users to access some less interesting image topics (which are
not signi�cant in the pool of large amounts of image topics
and are eliminated at the beginning for reducing visualization
complexity) according to their personal preferences.

By integrating the inter-topic correlations for automatic
propagation of the user's preferences, ourJustClick system
can precisely predict the user's hidden preferences from the
collection of his/her dynamic query actions. Thus the per-
sonalized topic network can be used to represent the user
pro�les precisely, where the interesting image topics can
be highlighted according to their personalized interestingness
scores. The personalized topic network, which is treated as
the user pro�les to interpret the user's personal preferences,
can recommend the topics of interest to each individual user
directly without requiring him/her to make an explicit query.

IV. PERSONALIZED IMAGE RECOMMENDATION

Multiple keywords may simultaneously be used to tag the
same image, thus one single image may belong to multiple
image topics on the topic network. On the other hand, the
same keyword may be used to tag many semantically-similar
images, thus each image topic at Flickr may consist of large
amount of semantically-similar images with diverse visual
properties (i.e., some topics may contain more than 100,000
images at Flickr). Unfortunately, most existing keyword-based
image retrieval systems tend to return all these images to the
users without taking their personal preferences into consider-
ation. Thus query-by-topic via keyword matching will return
large amounts of semantically-similar images under the same

topic and users may seriously suffer from the problem of
information overload. In order to tackle this problem in our
JustClick system, we have developed a novel framework for
personalized image recommendation and it consists of three
major components: (a)Topic-Driven Image Summarization
and Recommendation: The semantically-similar images under
the same topic are �rst partitioned into multiple clusters
according to their nonlinear visual similarity contexts, and a
limited number of images are automatically selected as the
most representative images according to their representative-
ness for a given image topic. Our system can also allow users
to de�ne the number of such most representative images for
relevance assessment. (b)Context-Driven Image Visualization
and Exploration: Kernel PCA and hyperbolic visualization are
seamlessly integrated to enable interactive image exploration
according to their inherent visual similarity contexts, sothat
users can assess the relevance between the recommended
images (i.e., most representative images) and their real query
intentions more effectively. (c)Intention-Driven Image Recom-
mendation: An interactive user-system interface is designed to
allow the user to express his/her time-varying query intentions
easily for directing the system to �nd more relevant images
according to his/her personal preferences.

It is worth noting that the processes for kernel-based image
clustering, topic-driven image summarization and recommen-
dation (i.e., most representative image recommendation) and
context-driven image visualization can be performed off-line
without considering the users' personal preferences. Only
the processes for interactive image exploration and intention-
driven image recommendation should be performed on-line
and they can be achieved in real time.

A. Topic-Driven Image Summarization and Recommendation

The visual properties of the images and their visual similar-
ity contexts are very important for users to assess the relevance
between the images and their real query intentions. Unfor-
tunately, Flickr image search engine has completely ignored
such important characteristics of the images. To characterize
the diverse visual principles of the images ef�ciently and
effectively, both the global visual features and the local visual
features should be extracted for image similarity characteriza-
tion [11-13]. To avoid the pitfalls of the image segmentation
tools, segmentation is not performed for feature extraction.
In our current implementations, 16-bin color histogram [11]
and 62-dimensional texture features from Gabor �lter banks
[12] are used to characterize the global visual properties of
the images, a number of interest points and their SIFT (scale
invariant feature transform) features are used to characterize
the local visual properties of the images [13]. As shown in
Fig. 6, one can observe that our feature extraction operators
can effectively extract the principal visual properties ofthe
images.

To achieve more accurate approximation of the diverse
visual similarities between the images, different kernelsshould
be designed for various feature subsets because their statistical
properties of the images are very different. Unfortunately,
most existing machine learning tools use one single kernel
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Fig. 6. Visual feature extraction for image similarity characterization: (a)
original images; (b) interest points and SIFT vectors; (c) wavelet transforma-
tion.

for characterizing the diverse visual similarities between the
images and completely ignore the heterogeneity of the statis-
tical properties of the images in the high-dimensional multi-
modal feature space. Based on these observations, we have
studied the particular statistical property of the images under
each feature subset, and the gained knowledge is then used to
design the most suitable kernel for each feature subset [19].
Thus three particular image kernels (color histogram kernel,
wavelet �lter bank kernel, interest point matching kernel)are
�rst constructed to characterize the diverse visual similarities
between the images, and a linear combination of these three
particular image kernels (i.e., mixture-of-kernels) can further
form a family of mixture-of-kernels for characterizing the
diverse visual similarities between the images more accurately
[19]. Because multiple kernels are seamlessly integrated to
characterize the heterogeneous statistical properties ofthe
images in the high-dimensional multi-modal feature space,
our mixture-of-kernels algorithm can achieve more accurate
image clustering and can also provide a natural way to add
new feature subsets and their particular kernels incrementally.

For a given image pairI andJ under the same topic, their
visual similarity context is characterized by using a mixture
of three basic image kernels (i.e., mixture-of-kernels) [19]:

� (I; J ) =
3X

h=1

� h � h (I; J );
3X

h=1

� h = 1 (13)

where � h is the importance factor for thehth basic image
kernel. Our mixture-of-kernels algorithm can achieve moreac-
curate approximation of the diverse visual similarities between
the images and produce nonlinear separation hypersurfaces
between the images. Thus it can achieve more accurate image
clustering and exploit the nonlinear visual similarity contexts
for image visualization.

The semantically-similar images (which belong to the same
image topic) are automatically partitioned into multiple clus-
ters according to their kernel-based visual similarity contexts.
The optimal partition of the images under the same topic is
obtained by minimizing the trace of the within-cluster scatter
matrix, S�

w . The scatter matrix is given by:

S�
w =

1
N

�X

l =1

NX

i =1

� li

�
� (x i ) � � �

l

� �
� (x i ) � � �

l

� T
(14)

where � (x i ) is the mapping function of the image with the
visual featuresx i , N is the number of images and� is the
number of clusters,� li is the membership parameter,� li = 1
if x i 2 Ĉl and0 otherwise,� �

l is the center of thel th cluster

Ĉl and it is given as:

� �
l =

1
N l

NX

i =1

� li � (x i ); N l =
NX

i =1

� li (15)

whereN l is the number of images in thelth cluster. The trace
of the scatter matrixS�

w can be computed by:

Tr
�
S�

w

�
=

1
N

�X

l =1

NX

i =1

� li

�
� (x i ) � � �

l

� T �
� (x i ) � � �

l

�

(16)
and it can further be re-written as:

Tr
�
S�

w

�
=

1
N

�X

l =1

NX

i =1

� li � 2(x i ; � �
l ) (17)

where� 2(x i ; � �
l ) is de�ned as:

� 2(x i ; � �
l ) = � (x i ; x i ) �

2
N l

NX

j =1

� lj � (x i ; x j )+

1
N 2

l

NX

j =1

NX

m =1

� li � lm � (x j ; xm ) (18)

� (x; x i ) = � (x)T � (x i ) =
3X

h=1

� h � h (x; x i ) (19)

� 2(x i ; � �
l ) can further be re�ned as:

� 2(x i ; � �
l ) =

3X

h=1

� h �� 2(x i ; � �
l ) (20)

�� 2(x i ; � �
l ) = � h (x i ; x i ) �

2
N l

NX

j =1

� lj � h (x i ; x j )+

1
N 2

l

NX

j =1

NX

m =1

� li � lm � h (x j ; xm ) (21)

The trace of the scatter matricS�
w can be re�ned as:

Tr
�
S�

w

�
=

3X

h=1

� h

 
1
N

�X

l =1

NX

i =1

� li �� 2(x i ; � �
l )

!

(22)

To achieve geometrical interpretation of the image clusters,
we can de�ne a cluster sphere for describing the images in the
same cluster (i.e., the sphere with minimal radius containing
all the images in the same cluster) [33]. The images, which
locate on the boundary of the cluster sphere, are treated as the
support vectors for the corresponding image cluster. Thus the
distance between a given image with the visual featuresx and
the center� �

l of the best matching cluster̂Cl can be de�ned
as:

R2
l (x) = k� (x) � � �

l k2 = � 2(x; � �
l ); x 2 Ĉl (23)

The radius of the cluster sphere is given by the distance
between a support vector and the center of the cluster sphere,
thus the radius of the cluster sphere for thelth image cluster
Ĉl can be de�ned as:

Rl = f Rl (x i ) = �( x i ; � �
l )jx i 2 � l g (24)
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Fig. 7. Our representativeness-based sampling technique can tackle the
overlapping problem by selecting 200 most representative images to represent
and preserve the visual similarity contexts between28365 semantically-
similar images under the same topic “plant”.

where� l is the set of support vectors of thel th clusterĈl .
The image with the visual featuresy can be detected as the

outlier (i.e.,O(y) = 1 ):

O(y) =

8
<

:

1; if R 2
l (y) > R 2

l for all l 2 [1; � ]

0; otherwise
(25)

Based on such geometrical interpretation of the image
clusters, searching the optimal values of the elements� and
� that minimizes the expression of the trace in Eq. (22) can
be achieved effectively by using two iterations: (a) outer�
iteration; and (b) inner� iteration.

Ideally, a good combination of these three basic image
kernels (i.e., with optimal values for these three� parameters)
should be able to achieve more accurate characterization of
the nonlinear visual similarity contexts between the images
and result in better image clustering with less overlapping
between the spheres for different image clusters. Thus the
optimal values of the parameters� for combining three basic
image kernels are obtained by minimizing thecluster sphere
overlapping:

min

(
NX

i =1

8
: Rl (x i ) � Rl \ Rk (x i ) � Rk jl; k 2 [1; � ]

9
;

)

(26)
whereRl (x i ) = �( x i ; � �

l ) andRk (x i ) = �( x i ; � �
k ) are used

to determine the distances between the given image with the
visual featuresx i and the centers for the image clustersĈl and
Ĉk . To reduce the computational cost for the outer� iteration,
we have pre-de�ned a set of the potential combinations of
these three� parameters with different values. Such pre-
de�ned set of � parameters can be obtained from a small
set of images via semi-supervised learning. Thus the problem
for �nding an optimal combination of these three basic image
kernels (i.e., �nding optimal values of� ) is simpli�ed to
search an optimal unit sequentially over the pre-de�ned set
of the potential combinations of these three� parameters.

For the inner� iteration (each iteration picks one integer
from [� min , � max ] sequentially), the membership parameters

� are determined automatically by minimizing the trace of
the scatter matricS�

w in Eq.(22). In this inner� iteration
procedure, our algorithm uses a K-means-like strategy [31],
i.e., updating all the cluster centers repeatedly according to the
image memberships (i.e., the parameters� ) which are obtained
by minimizing the trace of the scatter matricS�

w . This inner�
iteration procedure will stop until the cluster centers become
stable (no change anymore).

When there areN images under the given topic, the
computational cost for obtaining their kernel matrix is ap-
proximated asO(N 2). Therefore, the total computational
cost for clustering theseN images into� clusters can be
approximated asO(�N 3). Thus supporting kernel-based im-
age clustering may require huge memory space to store the
kernel matrix when the given topic consists of large amount
of semantically-similar images. To address this problem, we
have developed a new algorithm for reducing the memory
cost by seamlessly integrating parallel computing with global
decision optimization. Our new algorithm takes the following
key steps: (a) To reduce the memory cost, the images under
the same topic are randomly partitioned into multiple smaller
subsets. (b) Our kernel-based image clustering algorithm is
performed parallelly on all these image subsets to obtain a
within-subset partition of the images according to their diverse
visual similarity contexts. (c) The support vectors for each
image subset are validated by other image subsets through
testing Karush-Kuhn-Tucker (KKT) conditions. The support
vectors, which violate the KKT conditions, are integrated to
update the decision boundaries for the corresponding image
subset incrementally. This process is repeated until the global
optimum is reached and an optimal partition of large amount
of images under the same image topic is obtained.

Our kernel-based image clustering algorithm has the fol-
lowing advantages: (1) It can seamlessly integrate multiple
kernels to characterize the diverse visual similarities between
the images more accurately. Thus it can provide a good
insight of large amount of images by determining their global
distribution structures (i.e., image clusters and their similar-
ity contexts) accurately, and such global image distribution
structures can further be used to achieve more effective im-
age visualization by selecting the most representative images
automatically from all these image clusters. (2) Only the
most representative images (which are the support vectors)are
stored and validated by other image subsets, thus it requests
far less memory space. The redundant images (which are not
the support vectors) are eliminated early, thus the kernel-based
image clustering process can be accelerated signi�cantly.(3)
The support vectors for each image subset are validated by
other image subsets, thus our algorithm can handle the outliers
and noise effectively and it can generate more robust clustering
results.

To allow users to assess the relevance between the images
returned by the keyword-based query and their real query
intentions, it is very important to visualize the semantically-
similar images under the same topic according to their inherent
visual similarity contexts. Because each topic may relate
to large amounts of semantically-similar images, visualizing
such large-size of images on a size-limited display screen
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Fig. 8. Our representativeness-based sampling technique can tackle the
overlapping problem by selecting 200 most representative images to represent
and preserve the visual similarity contexts between26858 semantically-
similar images under the same topic “�ower”.

may seriously suffer from the overlapping problem (e.g.,
overlapping between the images may decrease the visibility
of the images signi�cantly and the overlapped images will
compete each other visually for human attention). On the
other hand, displaying large amounts of redundant images
with similar visual properties to the users cannot provide them
with any additional information. Obviously, simply selecting
only one iconic image from each image cluster is unable to
represent and preserve the nonlinear visual similarity contexts
among large amounts of semantically-similar images under the
same topic [18], thus more effective techniques are strongly
expected to achieve representativeness-based image summa-
rization. Based on these understandings, we have developed
a novel algorithm to achieve representativeness-based image
summarization and overlapping reduction by selecting the
most representative images automatically according to their
representativeness for a given image topic.

Different clusters are used to interpret different groups of the
images with various visual properties and different important
aspects for a given image topic, thus the most representative
images should be selected from all these clusters and the
outliers to preserve the nonlinear visual similarity contexts
between the images. Obviously, different clusters may contain
different numbers of images, thus larger number of such most
representative images should be selected from the clusters
with bigger coverage percentages. On the other hand, some
representative images should prior be selected from the outliers
for supporting serendipitous discovery of unexpected images.
The optimal number of such most representative images de-
pends on their effectiveness and ef�ciency for representing
and preserving the nonlinear visual similarity contexts among
large amounts of semantically-similar images under the same
topic.

For the visually-similar images in the same cluster, we
have seamlessly integrated both the subjective measure and
the objective measure to quantify their representativeness
scores. The subjective measure of an image depends on the
users' rating scores that are available at Flickr. The objective
measure of an image depends on its representativeness for the

Fig. 9. Our representativeness-based sampling technique can tackle the
overlapping problem by selecting 200 most representative images to represent
and preserve the visual similarity contexts between30887 semantically-
similar images under the same topic “garden”.

underlying nonlinear visual similarity contexts between the
images. Thus three types of images can be selected to achieve
representativeness-based summarization of the visually-similar
images in the same cluster: (1) The images, which locate on
the cluster sphere and are treated as the support vectors for
the corresponding image cluster, can effectively capture the
essentials (i.e., principal visual properties) of the images in
the same cluster; (2) The images, which locate at the center
of the cluster and are far away from the cluster sphere, are
more representative for the popular images located in the areas
with higher densities; and (3) The images, which have higher
rating scores from numerous online users, are more interesting
to the users. Thus therepresentativeness score� (x) for a given
image with the visual featuresx can be de�ned as:

� (x) = �� (x)+�� (x)�
eUR (x ) � e� UR (x )

eUR (x ) + e� UR (x )
; �� (x) = ed2 (x; Ĉk )

(27)
where �� (x) is the objective measure of the representativeness
score for the image with the visual featurex, UR(x) is the
users' rating score for the given image, andd(x; Ĉk ) is the
context-oriented correlation between the given image and the
corresponding image cluster̂Ck .

The context-oriented correlationd(x; Ĉk ) can be de�ned as:

d(x; Ĉk ) =
max

l

(

max

(

�
X

x i 2 � l

� li � (x; x i ); � � li R2
l (x)

))

(28)
where �

P
x i 2 � l

� li � (x; x i ) is used to characterize the cor-
relation between the given image and the decision boundary
(i.e., support vectors) for the image clusterĈl , � l is the set of
the support vectors for the image clusterĈl , and� � li R2

l (x) is
used to characterize the correlation between the given image
and the center for the image clusterĈl . Thus the images, which
are closer to the decision boundary or closer to the cluster
center for one of these� image clusters or have higher users'
rating scores, will have larger values of the representativeness
scores� (�). The images in the same cluster can be ranked
precisely according to their representativeness scores, and the
most representative images with larger values of� (�) can
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be selected and be recommended to the users for relevance
assessment.

The user pro�les are not required for selecting the most rep-
resentative images, thus our topic-driven image recommenda-
tion scheme can support new users effectively. Only the most
representative images are recommended, and large amount of
redundant images, which have similar visual properties with
the most representative images, are eliminated automatically.
Through supporting topic-driven image recommendation, our
JustClick system can signi�cantly reduce both the information
overload for relevance assessment and the visual complexity
for image visualization and exploration.

B. Context-Driven Image Visualization and Exploration

To assist users in assessing the relevance between the
most representative images (i.e., recommended images) and
their real query intentions, it is very important to develop
new visualization algorithms that are able to preserve the
nonlinear visual similarity contexts between the images in
the high-dimensional feature space. We have incorporated
kernel PCA [32] to project the most representative images
onto a hyperbolic plane, so that the nonlinear visual similarity
contexts between the images can be preserved precisely for
interactive image exploration.

The most representative images for a given image topic are
�rst centered according to their center in the feature space. For
a given most representative image with the visual featuresx,
its feature-based representation can be centered by using the
center� � of theseL most representative images:

�� (x) = � (x) � � � ; � � =
1
L

LX

i =1

� (x i );
LX

i =1

�� (x i ) = 0

(29)
The covariance matrix�K and its component is de�ned as the
dot product matrix:

�K ij = �� (x i )T �� (x j ) = � (x i ; x j ) (30)

Then the kernel PCA is obtained by solving the eigenvalue
equation:

�K
�!
V = �

�!
V (31a)

or
�K �! ! = �L �! ! (31b)

where
�!
V are the eigenvectors,L is the number of the most

representative images,� = [ � 1; � � � ; � L ] denotes the eigenval-
ues,� 1 � � 2 � � � � � � L , and�! ! = [ �! ! 1, � � � , �! ! L ] denotes
the expansion coef�cients of an Eigenvector,

�!
V =

LX

i =1

�! ! i
�� (x i );

�!
V k =

LX

j =1

�! ! k
j

�� (x j ) (32)

where
�!
V k is used to interpret the eigenvectors with non-zero

values of eigenvalues,�! ! k
j is the expansion coef�cients for the

top k eigenvectors with non-zero eigenvalues,k < L .

For a given image with the visual featuresx, its projection
P(x;

�!
V k ) on the selected topk eigenvectors with non-zero

eigenvalues can be de�ned as:

P(x;
�!
V k ) =

LX

j =1

�! ! k
j

�� (x j )T �� (x) =
LX

j =1

�! ! k
j � (x; x j ) (33)

The most representative images, which are projected on
the top k principal components, are further mapped onto
the hyperbolic plane. After such context-preserving projection
of the most representative images is obtained, Poincaré disk
model is used to map the most representative images on the
hyperbolic plane onto a 2D display coordinate to support
change of focus and interactive image exploration.

Even the low-level visual features may not be able to carry
the image semantics directly, supporting similarity-based im-
age visualization can signi�cantly leverage humans' powerful
capabilities on pattern recognition for interactive relevance
assessment. Through change of focus, users can easily control
the presentation and visualization of the recommended images
for interactive relevance assessment.

Our hyperbolic visualization of the most representative
images recommended for the image topics “plant”, “garden”
and “�ower” are shown in Fig. 7, Fig. 8 and Fig. 9, where
200 most representative images for the image topics “plant”,
“garden” and “�ower” are recommended and visualized. One
can observe that such 2D hyperbolic visualization of the most
representative images can provide an effective interpretation
and summarization of the original visual similarity contexts
among large amounts of semantically-similary images under
the same topic. Visualizing the images according to their visual
similarity contexts can allow users to �nd interesting visual
similarity contexts between the images and discover more
relevant images according to their nonlinear visual similarity
contexts. Through selecting the most representative images for
image summarization and visualization, ourJustClick system
can provide larger coverage of the diverse image contents in
a sized-limited screen and save the users' efforts on relevance
assessment signi�cantly.

The change of focus is implemented for allowing users to
navigate and explore the most representative images according
to their nonlinear visual similarity contexts. Users can change
their focuses of the images by clicking on any visible image
to bring it into focus at the screen center, or by dragging any
visible image interactively to any other screen location without
losing their visual similarity contexts, where the rest of the
images can transform appropriately. With the power of high
interaction and rapid response for exploring and navigating
the recommended images (i.e., most representative images)
according to their nonlinear visual similarity contexts, our
JustClick system can support more effective solution for users
to assess the relevance between the recommended images and
their real query intentions interactively.

C. Intention-Driven Image Recommendation

Through such interactive image exploration process via
change of focus, users can easily build up their mental query
models about which types of images they really want to look
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Fig. 10. (a) 500 most representative images recommended for the image topic “art work”; (b) Geometric zooming into the area of interest in the blue circle.

for and gain the insights about what are the most signi�cant
visual properties of the recommended images. After the users
�nd some areas of interest via interactive exploration, our
system can allow the users to zoom into the area of interest
to look for some local visual similarity contexts between the
images as shown in Fig. 10. Through zooming into the area
of interest, the users may obtain some additional images of
interest that may not be found from traditional page-by-page
top ranking list, e.g., some interesting images, which belong
to the outliers but are semantically relevant to the users' query
intentions, may have low ranking scores and cannot be listed
on the �rst few pages. Therefore, fortunate discoveries of some
unexpected images can be achieved effectively by selecting
the most representative images from the outliers autonomously
and incorporating hyperbolic visualization to allow the users to
zoom into the area of interest interactively. Thus ourJustClick
system can facilitate discovery of new knowledge through the
interactive image exploration process.

Through interactive exploration of the recommended images
(i.e., most representative images) according to their nonlinear
visual similarity contexts, the users can easily �nd some
particular images according to their personal interests. We
have developed a new scheme to achieve user-adaptive image
recommendation by autonomously adjusting the recommen-
dation and visualization of the most representative images
according to the users' time-varying query interests. After
the users �nd some images of interest via interactive image
exploration, ourJustClick system can allow the users to click
these images of interest to express their time-varying query
interests interactively for directing the system to �nd more
relevant images according to their personal preferences.

After such the user's time-varying query interests are cap-
tured, the personalized interestingness scores for the images
under the same topic are calculated automatically, and the
personalized interestingness score� p(x) for a given image
with the visual featurex is de�ned as:

� p(x) = � (x) + � (x) � e� � (x;x c ) (34)

� (x; x c) =
3X

h=1

� h � h (x; x c)

Rl (x) � Rl \ Rl (xc) � Rl for all l 2 [1; � ] (35)

where � (x) is the original representativeness score for the
given image,� (x; x c) is the kernel-based visual similarity
correlation between the given image with the visual features
x and the clicked image with the visual featuresxc which
belong to the same image cluster. Thus the redundant images
with larger values of the personalized interestingness scores,
which have similar visual properties with the clicked image
(i.e., belonging to the same cluster) and are initially eliminated
for reducing the visual complexity for image summarization
and visualization, can be recovered and be recommended to
the users adaptively as shown in Fig. 11, Fig. 12, Fig. 13 and
Fig. 14. One can observe that integrating the visual similarity
contexts for personalized image recommendation can signif-
icantly enhance the users' ability on �nding some particular
images of interest even the low-level visual features may not
be able to carry the semantics of the image contents directly.
Thus integrating the visual similarity contexts between the
images for personalized image recommendation can signif-
icantly enhance the users' ability on �nding some particular
images of interest. With a higher degree of transparency of the
underlying image recommender, users can achieve their image
retrieval goals (i.e., looking for some particular images)with a
minimum of cognitive load and a maximum of enjoyment [3].
By supporting intention-driven image recommendation, users
can maximize the amount of relevant images while minimizing
the amount of irrelevant images according to their personal
preferences.

It is worth noting that ourJustClick system for personalized
image recommendation is signi�cantly different from tradi-
tional relevance feedback approaches for image retrieval [42-
46]: (a) The relevance feedback approaches require users to
label a reasonable number of returned images into the positive
or negative classes for learning a reliable model to predictthe
user's query intentions, and thus they may bring huge burden
on the users even active learning has recently been proposed
for label propagation. On the other hand, our personalized
image recommendation framework can allow the users to
express their time-varying query intentions easily and thus
it can lessen the burden on the users signi�cantly. (b) When
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Fig. 11. OurJustClicksystem for personalized image recommendation: (a) the most representative images recommended for the topic-based query “sunset”,
where the image in blue box is clicked by the user (i.e., query intention); (b) more images which are similar with the accessed image are recommened
adaptively according to the user's query intentions of “blight sunset”.

Fig. 12. OurJustClicksystem for personalized image recommendation: (a) the most representative images recommended for the topic-based query “towers”,
where the image in blue box is clicked by the user (i.e., query intention); (b) more images which are similar with the accessed image are recommened
adaptively according to the user's query intentions of “tower building”.

large-scale image collections come into view, a limited number
of labeled images may not be representative for large amounts
of unseen images and thus a limited number of labeled images
are insuf�cient for learning an accurate model to predict
the user's query intentions precisely. On the other hand, our
personalized image recommendation framework can select a
reasonable number of most representative images according
to their representativeness of the nonlinear visual similarity
contexts between the images. Thus the users can always
be acquainted by the most representative images according
to their personal preferences. (c) Most existing relevance
feedback approaches use page-by-page ranked list to display
the query results, and the nonlinear visual similarity contexts
between the images are completely ignored. On the other hand,
our personalized image recommendation framework can allow
users to see the most representative images and their nonlinear
visual similarity contexts at the �rst glance, and thus the users
can obtain more signi�cant insights and make better query
decisions and assess the image relevance more effectively.

V. A LGORITHM AND SYSTEM EVALUATION

We carry out our experimental studies by using large-scale
collections of manually-tagged Flickr images with uncon-
strained contents and capturing conditions. We have down-
loaded more than 1.5 billions Flickr images and their tagging
documents. We have learned a large-scale topic network
with more than 4000 most popular image topics (i.e., most
popular taggings along the time) at Flickr. Creating a new
search engine which scales to such size of image collections
may emerge many new challenges while offering many good
opportunities for the CBIR community.

Our work on algorithm evaluation focus on: (1) evaluating
the response time for supporting change of focus in our
JustClick system, which is critical for supporting interactive
exploration of large-scale topic network and large amountsof
recommended images; (2) evaluating the performance (ef�-
ciency and accuracy) of ourJustClick system for achieving
personalized image recommendation according to the users'
personal preferences; (3) evaluating the bene�ts for integrating
topic network (i.e., a global overview of large-scale image
collections), hyperbolic visualization and interactive image
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Fig. 13. OurJustClick system for personalized image recommendation: (a) The most representative images recommended for the keyword-based query
“vegetables”, where the image in blue box is clicked by the user; (b) The most relevant images recommended according to the user's query intention of
“tomato”.

Fig. 15. The empirical relationship between the computational time T1
(seconds) and the number of image topic nodes.

exploration for improving image search.
One critical issue for evaluating our personalized image

recommendation system is the response time for supporting
change of focus. In ourJustClick system, the change of
focus is used for achieving interactive exploration and nav-
igation of large-scale topic network and large amounts of
recommended images. Thechange of focusis implemented
by changing the Poincaré mapping of the image topic nodes
or the recommended images from the hyperbolic plane to
the display unit disk, and the positions of the image topic
nodes or the recommended images in the hyerbolic plane need
not to be altered during the focus manipulation. Thus the
response time for supporting change of focus depends on two
components: (a) The computational timeT1 for re-calculating
the new Poincaŕe mapping of large-scale topic network or large
amounts of recommended images from a hyperbolic plane to a
2D display unit disk, i.e., re-calculating the Poincaré position
for each image topic node or each recommended image; (b)
The visualization timeT2 for re-layouting and re-visualizing
large-scale topic network or large amounts of recommended
images on the display disk unit according to their new Poincaré
mappings.

Because the computational timeT1 may depend on the
number of image topic nodes, we have tested the perfor-
mance differences for our system to re-calculate the Poincaré
mappings for different numbers of image topic nodes. Thus
our topic network with4000 image topic nodes is partitioned
into 5 different scales:500 nodes,1000 node, 2000 nodes,
3000 nodes,3500 nodes and4000 nodes. We have tested

Fig. 16. The empirical relationship between the computational time T1
(seconds) and the number of recommended images.

the computational timeT1 for re-calculating the Poincaré
mappings of different numbers of image topic nodes when
the focus is changed. As shown in Fig. 15, one can �nd that
the computational timeT1 is not sensitive to the number of
image topics, and thus re-calculating the Poincaré mapping for
large-scale topic network can almost be achieved in real time.

Following the same approach, we have also evaluated the
empirical relationship between the computational timeT1 and
the number of the recommended images. By computing the
Poincaŕe mappings for different numbers of the recommended
images, we have obtained the same conclusion, i.e., the
computational timeT1 for re-calculating the new Poincaré
mappings is not sensitive to the number of the recommended
images as shown in Fig. 16, and thus re-calculating the
Poincaŕe mapping for large amounts of recommended images
can almost be achieved in real time.

We have also evaluated the empirical relationship between
the visualization timeT2 and the number of image topic
nodes and the number of recommended images. In our ex-
periments, we have found that re-visualization of large-scale
topic network and large amounts of recommended images is
not sensitive to the number of image topics and the number
of recommended images, and thus our system can support re-
visualization of large-scale topic network and large amounts
of recommended images in real time.

From these evaluation results, one can conclude that our
JustClick system can support change of focus in real time, and
thus ourJustClick system can achieve interactive navigation
and exploration of large-scale image collections effectively.
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Fig. 14. OurJustClick system for personalized image recommendation: (a) The most representative images recommended for the keyword-based query
“leaves”, where the image in read box is clicked by the user; (b) The most relevant images recommended according to the user's query intention of “red
leaves”.

Fig. 17. The empirical relationship between the computational cost 
 1
(seconds) and the number of images.

To support similarity-based visualization of large amount
of most representative images recommended for each im-
age topic, the computational cost depends on two issues:
(a) The computational cost
 1 for supporting kernel-based
image clustering and achieving representativeness-basedimage
summarization; (b) The computational cost
 2 for performing
kernel PCA on the most representative images to obtain their
similarity-preserving projections on the hyperbolic plane.

To achieve kernel-based image clustering, the kernel matrix
for the images should be calculated and the computational
cost largely depends on the number of images for the given
image topic. The computational cost for achieving kernel-
based image clustering is approximated asO(�N 3), where
N is the total number of the images and� is the number of
image clusters. Because each image topic in Flickr may consist
of large amount of images, we have obtained the empirical
relationship between the computational cost
 1 (CPU time)
and the number of images as shown in Fig. 17. One can
observe that the computational cost
 1 increases exponentially
with the number of images. Based on this observation, the
images under the same topic are �rst partitioned into multiple
subsets, parallel computing and global decision optimization
are integrated to reduce the computational cost signi�cantly
from O(�N 3) to O( �N 3

� 3 ), where� is the number of image
subsets. It is also worth noting that such cost-sensitive process
for kernel-based image clustering can be performed off-line.

After the images under the same topic are partitioned
into multiple clusters via kernel-based clustering, our system
can select the most representative images automatically and

perform kernel PCA to obtain their similarity-preserving pro-
jections on the hyperbolic plane. The computational cost for
performing kernel PCA is approximated asO(L 3), whereL is
the number of the most representative images recommended
for the given image topic. As shown in Fig. 18, we have
obtained the empirical relationship between the computational
cost 
 2 and the number of most representative images. One
can observe that the computational cost
 2 exponentially
increases with the number of the most representative images.
In our JustClick system, the number of the most representative
images is normally less than500, thus the computational cost

 2 is acceptable for supporting interactive image exploration
and navigation.

When the most representative images for the given image
topic are recommended and visualized, our system can further
allow users to click one or multiple images of interest for ex-
pressing their query intentions and directing our system to�nd
more relevant images according to their personal preferences.
For evaluating the effeciency and the accuracy of our person-
alized image recommendation system, thebenchmark metric
includes precision � and recall #. The precision� is used
to characterize the accuracy of our system for �nding more
relevant images according to the user's personal preferences,
and the recall# is used to characterize the ef�ciency of our
system for �nding more relevant images. They are de�ned as:

� =
�

� + &
; # =

�
� + �

(36)

where � is the set of true positive images that are visually-
similar with the images accessed by the users and are rec-
ommended correctly,& is the set of fause positive images
that are visually-similar with the accessed images and are
not recommended, and� is the set of true negative images
that are visually-dissimilar with the accessed images but are
recommended incorrectly.

Table 1 gives the precision and recall of ourJustClick
system for personalized image recommendation. From these
experimental results, one can observe that our system can
support personalized image recommendation effectively. Thus
the visual properties of the images (i.e., characterized by
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Fig. 18. The empirical relationship between the computational cost 
 2
(seconds) and the number of the most representative images.

TABLE I
The precision and recall for our JustClick system to look for some

particular images via intention-driven image recommendation.

query apples �owers garden glasses
�=# 90.3% /94.2% 93.3% /92.8% 91.2% /92.6% 91.3% /91.8%

query stockings mushrooms cats tigers
�=# 82.5% /83.6% 86.3% /84.2% 86.2% /82.9% 80.6% /79.8%

query vegetables roses feathers socks
�=# 85.8% /86.3% 86.5% /86.2% 81.2% /81.3% 83.2% /84.1%

query trees shoes woods planes
�=# 94.6% /94.3% 90.1% /89.8% 83.5% /83.6% 90.2% /90.7%

query stars rivers paintings shops
�=# 89.3% /86.8% 89.8% /89.6% 89.6% /90.2% 91.2% /91.9%

query �ags cities signs buildings
�=# 90.6% /91.2% 88.6% /84.8% 90.2% /91.2% 89.3% /90.2%

query mountaints parks sunsets doors
�=# 90.6% /90.4% 90.8% /91.7% 91.5% /92.3% 92.8% /92.8%

query parties springs windows walls
�=# 80.6% /79.8% 80.6% /80.7% 82.6% /80.8% 91.8% /91.5%

query temples holidays weddings vacations
�=# 90.6% /91.6% 89.6% /90.2% 85.8% /87.4% 82.6% /90.5%

query leaves birthdays streets plants
�=# 81.3% /81.5% 82.8% /80.3% 86.8% /86.5% 80.6% /80.9%

query mars men lakes waterfall
�=# 91.2% /91.5% 87.5% /88.2% 85.6% /86.7% 89.4% /91.5%

query hands bubbles stones faces
�=# 78.5% /79.3% 82.5% /85.6% 84.3% /85.2% 75.6% /74.2%

query monkeys girls lions bears
�=# 76.3% /77.4% 81.6% /82.8% 80.5% /81.6% 79.3% /79.8%

query motorcycles cars bicycles trains
�=# 83.8% /84.5% 87.9% /88.8% 89.6% /90.7% 90.3% /89.8%

query victoria baby california holiday
�=# 89.2% /87.3% 81.6% /81.7% 91.3% /92.5% 89.6% /89.4%

query art food urban boats
�=# 84.5% /84.8% 83.6% /86.7% 83.9% /90.2% 90.8% /86.9%

query ocean waves summer spain
�=# 86.6% /87.8% 85.4% /88.9% 80.5% /80.3% 80.8% /80.6%

using the low-level visual features) are very important for
achieving more effective image retrieval, even the low-level
visual features may not be able to carry the semantics of
image contents directly. It is also worth noting that such
interactive process for intention-driven image recommendation
can be achieved in real time, and thus ourJustClicksystem
can support interactive image exploration on-line.

Our evaluation of the bene�ts from similarity-based image
visualization on assisting users to access large-scale image
collections focuses on three issues: (a) Do our topic network
visualization and exploration tools allow users to communicate
their image needs more effectively and precisely? (b) Do
our hyperbolic image visualization and interactive exploration
tools allow users to direct the system for �nding more relevant
images effectively? (c) Do our hyperbolic image visualization
and interactive exploration tools allow users to assess the
relevance between the recommended images and their real
query intentions more effectively?

When large-scale collections of shared Flickr images come
into view, it is reasonable to assume that users are unfamiliar
with the image contents (which is signi�cantly different from
personal image collections [26-27]). Thus query formulation
(specifying the image needs precisely) is one critical issue
for users to access large-scale image collections. On the
other hand, users may expect to formulate the image needs
intuitively not just type the keywords. By incorporating topic
network to summarize and visualize large-scale image col-
lections at a semantic level, ourJustClick system can make
all these image topics to be visible to the users as shown
in Fig. 1, Fig. 2 and Fig. 3, so that they can have a good
global overview of large-scale image collections at the �rst
glance. Our hyperbolic topic network visualization algorithm
can achieve a good balance between the local detail around the
users' current focus which is embedded in the global contexts
of the topic network, thus the users can see not only the
image topic in current focus but also the appropriate directions
for future search as shown in Fig. 4. Through such user-
system interaction process, users can easily communicate their
image needs by selecting the visible image topics on the topic
network directly.

Our context-driven image visualization and exploration al-
gorithm can help human beings understand the image contents
and the visual similarity contexts between the images at the
�rst glance. Our interactive user-system interface can also
allow users to express their time-varying query interests easily
for directing the system to �nd more relevant images according
to their personal preferences. Thus ourJustClick system for
personalized image recommendation can signi�cantly improve
the users' ability on locating some particular images of interest
or a group of visually-similar images as shown in Fig. 11, Fig.
12, Fig. 13 and Fig. 14.

The assessment of the relevance between the images and the
users' query intentions is strongly in�uenced by the inherent
visual similarity contexts. OurJustClick system can exploit
and preserve the inherent visual similarity contexts between
the images effectively. Through change of focus, ourJustClick
system can also allow users to assess the nonlinear visual
similarity contexts between the images interactively via simple
mouse dragging without losing the nonlinear visual similarity
contexts between the images.

VI. CONCLUSIONS ANDFUTURE WORKS

In this paper, we have developed a novel framework
called JustClick to enable personalized image recommenda-
tion via exploratory search from large-scale collections of
Flickr images. The topic network is automatically generated
to summarize and visualize large-scale image collections at
a semantic level. The nonlinear visual similarity contexts
between the images are exploited to select a limited number
of most representative images to summarize large amounts of
semantically-similar images under the same topic according
to their representativeness scores. Kernel PCA and hyperbolic
visualization are used to exploit and preserve the nonlinear
similarity structures between the images more effectively, so
that users can navigate and explore the most representative
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images according to their nonlinear visual similarity contexts
and assess the relevance between the recommended images
and the real query intentions interactively. An interactive user-
system interface is designed to allow users to express their
time-varying query intentions easily for directing our system
to �nd more relevant images according to their personal pref-
erences. OurJustClicksystem has provided a novel framework
to integrate keyword-based image retrieval with content-based
image retrieval seamlessly for enhancing image search. Our
experiments on large-scale image collections (1.5 billions
Flickr images) with diverse semantics (4000 image topics)
have obtained very positive results.

Our future works will focus on: (a) integrating space
optimization to improve the space utilization ef�ciency of
our hyperbolic algorithm for topic network visualization and
supporting theoretical analysis of our context-preserving image
projection algorithm; (b) developing new algorithms to assess
the quality of the topic network, such as its representativeness
for a given set of annotated images or whether it can cover
all potential queries from large group of users with diverse
query interests; (c) investigating the algorithms for visual-
izing and exploring large-scale image collections when text
annotations are not available; (d) developing more effective
machine learning algorithm to generate the semantic tags
automatically for all the image clusters under the same topic,
and integrate such semantic tags to help users understand
the underlying visual similarity structures; (e) developing new
algorithm for selecting more suitable kernels for different
image topics and selecting more discriminative feature subsets
for different image clusters under the same topic; (f) achieving
more effective visualization of time-varying image collections
(i.e., topic network with the appearances of new topics and
inter-topic associations, context-preserving image projection
and visualization with the appearances of new visual similarity
contexts, covariance matrix calculation with the exponential
growth and rapid change of online image collections, and
incremental kernel PCA without re-solving the eigenvalue
problem); and (g) integrating social network for supporting
personalized image recommendation.
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