ABSTRACT
To support more effective searches in large-scale weakly-tagged image collections, we have developed a novel algorithm to integrate both the visual similarity contexts between the images and the semantic similarity contexts between their tags for topic network generation and word sense disambiguation. First, a topic network is generated to characterize both the semantic similarity contexts and the visual similarity contexts between the image topics more sufficiently. By organizing large numbers of image topics according to their cross-modal inter-topic similarity contexts, our topic network can make the semantics behind the tag space more explicit, so that users can gain deep insights rapidly and formulate their queries more precisely. Second, our word sense disambiguation algorithm can integrate the topic network to exploit both the visual similarity contexts between the images and the semantic similarity contexts between their tags for addressing the issues of polysemes and synonyms more effectively, thus it can significantly improve the precision and recall rates for image retrieval. Our experiments on large-scale Flickr and LabelMe image collections have provided very positive results.
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1. INTRODUCTION
Collaborative image tagging has become a very popular way for people to share and annotate images. In a collaborative image tagging system [17-19], people can tag the images according to their social or cultural backgrounds, personal expertise and perception. We call such the collaboratively-tagged images as weakly-tagged images because their social tags may not be strongly related to the underlying image semantics. With the exponential growth of such the weakly-tagged images, it has become increasingly important to have mechanisms that can support more effective searches in large-scale weakly-tagged image collections. Unfortunately, searching from large-scale weakly-tagged image collections is not a trivial task because of the following challenging problems: (1) there is a vocabulary discrepancy between the keywords for query formulation and the text terms for image tagging (i.e., image annotators and users may not think of the same tags); and (2) without controlling the word vocabulary, many text terms for image tagging may be synonymous or polysemous (e.g., which may result in low precision and recall rates for image retrieval).

To assist users on query formulation, a tag cloud [12] has been used to provide a list of the most popular tags and support tag space exploration. Inter-tag contexts can be used to support more effective tag space navigation and achieve more precise characterization of the interestingness of the tags (i.e., like page linkages for characterizing the importance of web pages [2]), but the tag cloud completely ignores such the inter-tag contexts. Concept ontology [3-5] has been recently used to exploit the hierarchical inter-concept semantic contexts (i.e., namely the parent, siblings and children concepts) for large-scale text/image organization and navigation. However, such a concept ontology may not be suitable for organizing large-scale weakly-tagged image collections because there are no explicit hierarchical inter-tag semantic contexts in a collaborative image tagging space [17-19, 22-28].

To support more effective searches in large-scale weakly-tagged image collections, there is an urgent need to develop new algorithms for addressing the following problems more effectively:

(a) Automatic Topic Network Generation: Because only the inter-concept semantic context is exploited for concept ontology construction [3-4], the concept ontology cannot allow users to navigate large-scale weakly-tagged image collections according to their visual properties. It is well-accepted that the visual properties of the images are very important for users to search for images [1, 13-16]. Thus it is necessary to exploit both the inter-topic semantic contexts and the inter-topic visual contexts for generating a more precise topic network.

(b) Synonymous Tags: Different people may use different tags, which have the same or close meanings (synonyms), to tag semantically-related or visually-related images. For example, car, auto, and automobile are a set of synonyms. The synonyms will result in incomplete returns of relevant images in the image search side (i.e., with a low recall rate). Tag clustering [22-28] has been used to tackle
the issue of synonyms by exploiting the inter-tag semantic contexts. However, not much work has been done by considering the visual properties of the relevant images for tag clustering [9]. As shown in Fig. 1, visual similarities between the relevant images may provide an alternative information source for achieving more accurate tag clustering in a collaborative image tagging space.

(c) Polysemous (ambiguous) Tags: Collaborative image tagging is an ambiguous process. People may tag an image based on: (1) an object in the image; (2) all objects in the image; (3) an overall “look” of the image; (4) an image event (i.e., human and object actions); or (5) image capture time and location [20-21]. Without controlling the vocabulary, different people may apply the same tag in different ways (i.e., the same tag may have different meanings under different contexts), which may result in imprecise and ambiguous results in the image search side. For example, the text term “bank” can be used to tag “bank office”, “river bank” and “cloud bank”. Forcing people to resolve the ambiguity of tagging terms at the image sharing time would be difficult and may prevent them from sharing and tagging their images. Word sense disambiguation is one potential solution for addressing this ambiguity issue [6-8], but exploiting only the semantic contexts between the nearby text terms may not be able to tackle the issue of polysemes effectively [9]. As shown in Fig. 2, the visual properties of the relevant images may offer an alternative information source for dealing with this ambiguity issue more effectively, but there is no comprehensive framework that can incorporate the visual similarity contexts between the relevant images for word sense disambiguation.

Some pioneering work has been done to combine both the visual contents of the images and the keywords for image concept modeling when the relationships between the keywords for image semantics interpretation and the visual contents of the images are explicit [14-16]. Because of the polysemes, the relationships between the social tags and the visual contents of the images are less clear in a collaborative image tagging space. Thus these existing techniques for image concept modeling cannot be extended for addressing the issue of polysemes effectively.

In this paper, we have developed a novel algorithm to incorporate the topic network for addressing the issues of polysemes and synonyms in a collaborative image tagging space. The paper is organized as follows. In section 2, an interesting algorithm is introduced for automatic image topic extraction. In section 3, an automatic topic network generation algorithm is introduced, where both the semantic similarity contexts between the image topics and the visual similarity contexts between their images are exploited. In section 4, a novel cross-modal tag clustering algorithm is introduced for addressing the issue of synonyms. In section 5, a new cross-modal image clustering algorithm is developed for addressing the issue of polysemes. The algorithm evaluation results are given in section 6. We conclude this paper at section 7.

2. IMAGE TOPIC EXTRACTION

Each image in a collaborative tagging system is associated with the image holder’s taggings of the underlying image contents and other users’ taggings or comments. It is worth noting that entity extraction can be done more effectively in a collaborative image tagging space. In this paper, we first focus on extracting the social tags which are strongly related to the underlying image semantics. The social tags, which are related to image capture time, are also very attractive for searching in large-scale weakly-tagged image collections [21], but they are beyond the scope of this paper. Thus the image tags are first partitioned into two categories: noun phrases versus verb phrases. The noun phrases are further partitioned into two categories automatically: content-relevant tags (i.e., tags that are relevant to image contents) and content-irrelevant tags. The verb phrases are further partitioned into two categories automatically: event-relevant tags (i.e., tags that are relevant to image events) and event-
The occurrence frequency for each content-relevant tag and each event-relevant tag is counted automatically by using the number of relevant images. The misspelling tags may have low frequencies (i.e., different people may make different types of tagging mistakes), thus it is easy for us to correct such the misspelling tags and their images are added into the relevant tags automatically. Two tags, which are used for tagging the same image, are considered to co-occur once without considering their order. A co-occurrence matrix is obtained by counting the frequencies of such pairwise tag co-occurrences.

The content-relevant tags and the event-relevant tags are further partitioned into two categories according to their interestingness scores: interesting tags and uninteresting tags. In this paper, multiple information sources have been exploited for determining the interesting tags more accurately. For a given tag \( C \), its interestingness score \( \omega(C) \) depends on: (1) its occurrence frequency \( t(C) \) (e.g., higher occurrence frequency corresponds to higher interestingness score); (2) its co-occurrence frequency \( \theta(C) \) with any other tag in the vocabulary (e.g., higher co-occurrence frequency corresponds to higher interestingness score); and (3) users’ query frequency \( \alpha(C) \) (e.g., higher query frequency corresponds to higher interestingness score). The occurrence frequency \( t(C) \) for a given tag \( C \) is equal to the number of images that are tagged by the given tag \( C \). The co-occurrence frequency \( \theta(C) \) for the given tag \( C \) is equal to the number of images that are tagged jointly by the given tag \( C \) and any other tag in the vocabulary.

Thus the interestingness score \( \omega(C) \) for a given tag \( C \) is defined as:

\[
\omega(C) = \xi \cdot \epsilon(t(C) - e^{-t(C)}) + \zeta \cdot \epsilon(\theta(C)) - e^{-\theta(C)} + \lambda \cdot \epsilon(\alpha(C)) - e^{-\alpha(C)}
\]

where \( \xi + \zeta + \lambda = 1 \), the first part is used to characterize the interestingness score of the given tag \( C \) gained from its occurrence frequency \( t(C) \) in large-scale image collections, the second part is used to characterize the interestingness score gained from its co-occurrence frequency \( \theta(C) \) with any other tag in the vocabulary, and the third part is used to characterize the interestingness score gained from users’ query frequency \( \alpha(C) \). \( \xi \), \( \zeta \), and \( \lambda \) are the relative importance factors.

In our definition, the interestingness score is normalized within the interval \([0, 1]\). The content-related tags and the event-related tags, which have larger values of the interestingness scores, are identified as the interesting tags. To enlarge the vocabulary of the interesting tags, a new algorithm is developed for discovering latent interesting tags, so that users can have more choices on query formulation. The co-occurrences of each uninteresting tag and the interesting tags are first counted. The \( \chi^2 \)-measure is used to characterize the degree of the bias of the co-occurrence distribution between the interesting tags and the uninteresting tags. If an uninteresting tag appears frequently with a particular subset of the interesting tags in large-scale weakly-tagged image collections, it will be likely to be very important and should be treated as the latent interesting tag for image topic extraction.

All the interesting tags and the latent interesting tags are treated as image topics of interest in a collaborative image tagging space. Rather than using only the query frequencies and the tag frequencies for image topic extraction (as done by a tag cloud), multiple alternative information sources (i.e., co-occurrence frequencies and latent interesting tags) are exploited for discovering more meaningful image topics. By mapping the images and their social tags onto a conceptual space, our image topic extraction algorithm can create a new form to support more effective representation and access of large-scale weakly-tagged image collections.

### 3. TOPIC NETWORK GENERATION

Our topic network consists of two key components: (1) large numbers of image topics; and (2) their cross-modal inter-topic similarity contexts. The cross-modal inter-topic similarity contexts consists of both the inter-topic semantic contexts and the inter-topic visual contexts.

In this paper, multiple criteria (both flat and hierarchical semantic contexts) are considered to achieve more precise characterization of the inter-topic semantic contexts in a collaborative image tagging space. For two image topics \( C_i \) and \( C_j \), their inter-topic semantic context \( \phi(C_i, C_j) \) consists of two components: (1) the flat inter-topic semantic context because of their co-occurrences in large-scale weakly-tagged image collections (e.g., higher co-occurrence probability corresponds to stronger inter-topic semantic context); and (2) the hierarchical inter-topic semantic context because of their inherent correlation defined by WordNet (e.g., stronger inherent correlation (i.e., closer on WordNet [5]) corresponds to stronger inter-topic semantic context).

For two image topics \( C_i \) and \( C_j \), their inter-topic semantic context \( \phi(C_i, C_j) \) is defined as:

\[
\phi(C_i, C_j) = -v \cdot \frac{\theta(C_i, C_j)}{\log \theta(C_i, C_j)} - \zeta \cdot \theta(C_i, C_j) \cdot \log \frac{L(C_i, C_j)}{2 \cdot D}
\]

where \( v + \zeta = 1 \), the first part is used to characterize the flat inter-topic semantic context according to their concurrence in large-scale image collections, the second part is used to characterize the hierarchical inter-topic semantic context. \( v \) and \( \zeta \) are the relative importance factors, \( \theta(C_i, C_j) \) is the co-occurrence probability for the image topics \( C_i \) and \( C_j \), \( L(C_i, C_j) \) is the number of nodes between the text terms for interpreting the image topics \( C_i \) and \( C_j \) on WordNet, and \( D \) is the maximum number of nodes from root node to leaf node on WordNet.

Our inter-topic semantic context measure \( \phi(\cdot, \cdot) \) can simultaneously consider both the flat inter-topic semantic context and the hierarchical inter-topic semantic context in a collaborative image tagging space. It is well-accepted that the visual properties of the im-
ages are very important for image retrieval [1, 34], thus the inter-topic visual contexts may also play an important role in generating a more precise topic network. To achieve more sufficient characterization of various visual properties of the images, both global and local visual features are extracted for image content representation. The following visual features are extracted for image content representation: (1) 36-bin RGB color histogram to characterize the global color distributions of the images; (2) 48-dimensional texture features from Gabor filter banks to characterize the global visual properties (i.e., global structures) of the images; and (3) a number of interest points and their SIFT (scale invariant feature transform) features to characterize the local visual properties of the underlying salient image components.

The high-dimensional visual features are first partitioned automatically into multiple feature subsets and each feature subset is used to characterize one certain type of the visual properties of the images. For each feature subset, a suitable base kernel is designed for image similarity characterization.

For a given image topic \( C_i \) in the vocabulary, different base image kernels may play different roles on characterizing the diverse visual similarity relationships between the images. Thus the diverse visual similarities between the images are characterized more precisely by using a mixture-of-kernels [29-32]:

\[
\kappa(x, y) = \sum_{l=1}^{\tau} \alpha_l \kappa_l(x, y), \quad \sum_{l=1}^{\tau} \alpha_l = 1
\]

where \( \tau \) is the number of feature subsets (i.e., the number of base image kernels), \( \alpha_l \geq 0 \) is the importance factor for the \( l \)-th base kernel function \( \kappa_l(x, y) \).

The inter-topic visual contexts may also play an important role in generating a more precise concept network. The inter-topic visual context \( \gamma(C_i, C_j) \) between the image topics \( C_i \) and \( C_j \) can be determined by performing canonical correlation analysis [33] on their image sets \( S_i \) and \( S_j \):

\[
\gamma(C_i, C_j) = \max_{\theta, \vartheta} \frac{\theta^T \kappa(S_i) \kappa(S_j) \vartheta}{\sqrt{\theta^T \kappa(S_i)^2 \theta} \cdot \sqrt{\vartheta^T \kappa(S_j)^2 \vartheta}}
\]

where \( \theta \) and \( \vartheta \) are the parameters for determining the optimal projection directions to maximize the correlations between two image sets \( S_i \) and \( S_j \) for the image topics \( C_i \) and \( C_j \). \( \kappa(S_i) \) and \( \kappa(S_j) \) are the cumulative kernel functions for characterizing the visual correlated relationships between the images in the same image sets \( S_i \) and \( S_j \):

\[
\kappa(S_i) = \sum_{x_i, x_m \in S_i} \kappa(x_i, x_m), \quad \kappa(S_j) = \sum_{x_k, x_k \in S_j} \kappa(x_k, x_k)
\]

where the visual correlation between the images is defined as their kernel-based visual similarity \( \kappa(\cdot, \cdot) \) in Eq.(5).

The parameters \( \theta \) and \( \vartheta \) for determining the optimal projection directions are obtained automatically by solving the following eigenvalue equations:

\[
\kappa(S_i) \kappa(S_i) \theta - \lambda_0 \kappa(S_i) \kappa(S_i) \theta = 0
\]

\[
\kappa(S_j) \kappa(S_j) \vartheta - \lambda_0 \kappa(S_j) \kappa(S_j) \vartheta = 0
\]

where the eigenvalues \( \lambda_0 \) and \( \lambda_0 \) follow the additional constraint \( \lambda_0 = \lambda_0 \).

The inter-topic visual context \( \gamma(C_i, C_j) \) is first normalized into the same interval as the inter-topic semantic context \( \phi(C_i, C_j) \). The inter-topic semantic context and the inter-topic visual context are further integrated to achieve more precise characterization of their cross-modal inter-topic similarity context \( \varphi(C_i, C_j) \):

\[
\varphi(C_i, C_j) = \frac{e^{\alpha \phi(C_i, C_j)} - e^{-\gamma(C_i, C_j)}}{e^{\alpha \phi(C_i, C_j)} + e^{-\gamma(C_i, C_j)}} + \eta \left( e^{\alpha \phi(C_i, C_j)} + e^{-\gamma(C_i, C_j)} \right)
\]

where \( \alpha + \gamma = 1 \), the first part denotes the semantic similarity context between the image topics \( C_i \) and \( C_j \), the second part indicates their inter-topic visual context, \( \gamma(C_i, C_j) \) is the visual similarity context between the image sets for the image topics \( C_i \) and \( C_j \).

When large numbers of image topics and their cross-modal inter-topic similarity contexts are available, they are used to construct a topic network. Unlike the one-direction IS-A hierarchy [3-5], each image topic can be linked with all the other image topics on the topic network, thus the maximum number of such inter-topic associations could be \( 7(T-1) \), where \( T \) is the total number of image topics on the topic network. However, the strength of the associations between some image topics may be very weak, thus it is not necessary for each image topic to be linked with all the other image topics on the topic network. Eliminating the weak inter-topic links can increase the visibility of the image topics of interest dramatically, but also allow users to concentrate on the most significant cross-modal inter-topic similarity contexts. Based on this understanding, each image topic is automatically linked with the most relevant image topics with larger values of the inter-topic similarity contexts \( \varphi(\cdot, \cdot) \) (i.e., their values of \( \varphi(\cdot, \cdot) \) are above a threshold \( \delta = 0.25 \)). The value of the threshold is determined by making a tradeoff between the computational complexity for interactive topic network exploration and the effectiveness for characterizing the most significant inter-topic contexts.

The topic networks for our test image sets (LabelMe and Flickr) are shown in Fig. 3 and Fig. 4, where each image topic is linked with multiple relevant image topics with larger values of \( \varphi(\cdot, \cdot) \). It is worth noting that different image topics can have different numbers of the most relevant image topics on the topic network. By visualizing large numbers of image topics according to their cross-modal inter-topic similarity contexts, our topic network can make the semantics behind the tag space more explicit and can allow users to navigate large-scale weakly-tagged image collections effectively according to their semantic and visual similarity contexts. By supporting interactive context-driven topic network exploration and navigation, users can gain deep insights rapidly, build up their mental query models interactively, and exploit their background knowledge and strong pattern recognition capability to select the visible image topics on the topic network for query formulation. Thus the user’s image needs can be efficiently translated into the available image topics on the topic network.

4. COMBINING SYNONYMOUS TOPICS

Some image topics on the topic network may be synonymous (i.e., multiple image topics share the same meaning), which may result in incomplete returns of images in the search side (i.e., with a low recall rate). In this paper, a cross-modal tag clustering algorithm is developed to combine the synonymous topics, which may significantly increase the recall rate for image retrieval.
Our cross-modal tag clustering algorithm consists of two critical components: (1) distance or similarity measures for characterizing the pairwise tag similarity; and (2) optimization criteria for tag grouping according to their pairwise similarity measures. Since the pairwise similarity measure is fundamental to the definition of a tag cluster, the topic network is incorporated to define a more accurate similarity measure for tag clustering.

Because image topics and their cross-modal inter-topic similarity contexts are indexed coherently on the topic network, a constraint-driven clustering algorithm is developed to achieve more accurate cross-modal tag clustering. For two image topics \( C_i \) and \( C_j \) on the topic network, their constrained cross-modal similarity context \( \psi(C_i, C_j) \) depends on two issues: (1) cross-modal inter-topic similarity context \( \varphi(C_i, C_j) \) (e.g., similar image topics should have larger values of \( \varphi(\cdot, \cdot) \)); and (2) constraint and linkage relatedness on the topic network (e.g., similar image topics should be closer on the topic network). The constrained cross-modal similarity context \( \psi(C_i, C_j) \) between two image topics \( C_i \) and \( C_j \) is defined as:

\[
\psi(C_i, C_j) = \varphi(C_i, C_j) \times \begin{cases} 
e^{-\frac{\varphi(C_i, C_j)}{\sigma^2}}, & \text{if } l(C_i, C_j) \leq \Delta \\ 0, & \text{otherwise} \end{cases} \tag{8}
\]

where the first part \( \varphi(C_i, C_j) \) denotes the cross-modal inter-topic similarity context between \( C_i \) and \( C_j \), the second part indicates the constraint and linkage relatedness between \( C_i \) and \( C_j \) on the topic network, \( l(C_i, C_j) \) is the distance between the physical locations for the image topics \( C_i \) and \( C_j \) on the topic network, \( \sigma \) is the variance of their physical location distances, and \( \Delta \) is a pre-defined threshold which largely depends on the size of the nearest neighbors to be considered. In this paper, the first-order nearest neighbors is considered as shown in Fig. 5. \( \Delta = 1 \).

After such the constrained cross-modal inter-topic similarity contexts are obtained, graph-cut algorithm is used for tag clustering [11]. Thus the synonymous topics, which have large values of the constrained cross-modal inter-topic similarity contexts, are grouped into the same cluster and can be combined as one super-topic. The images for these synonymous topics in the same cluster are assigned to the super-topic automatically, so that users can obtain more comprehensive returns of the relevant images (i.e., with a higher recall rate). Multiple tags for interpreting these synonymous topics are combined as one union phrase for tagging the super-topic, so that users can have more flexible choices on query formulation (i.e., any part of such a union phrase can be used as the query term).

When multiple synonymous image topics \( \{c_1, \cdots, c_n\} \) are integrated as one super-topic \( C_s \), the inter-topic similarity contexts between one given image topic on the topic network and the super-topic \( C_s \) largely depend on its inter-topic similarity contexts with all these synonymous image topics \( \{c_1, \cdots, c_n\} \). Based on this understanding, a novel algorithm is developed for calculating the aggregated similarity contexts between the super-topic \( C_s \) and other image topics on the topic network more effectively. Thus the aggregated semantic context \( \hat{\theta}(C_s, C_j) \) between the super-topic \( C_s \) and the image topic \( C_j \) on the topic network is obtained by using Eq. (2) with the cumulative probabilities \( \hat{\theta}(C_s, C_j) \) and \( \hat{\theta}(C_s) \) and a new inherent correlation \( \hat{L}(C_s, C_j) \). The cumulative co-occurrence probability \( \hat{\theta}(C_s, C_j) \), the cumulative occurrence probability \( \hat{\theta}(C_s) \), and the new inherent correlation \( \hat{L}(C_s, C_j) \) is defined as:

\[
\hat{\theta}(C_s, C_j) = \sum_{l=1}^{n} \theta(c_l, C_j), \quad \hat{\theta}(C_s) = \sum_{l=1}^{n} \theta(c_l)
\]

\[
\hat{L}(C_s, C_j) = \min\{L(c_l, C_j) | l = 1, \cdots, n\} \tag{9}
\]

where \( \hat{\theta}(c_i, C_j) \) is the co-occurrence probability for the syn-
5. SPLITTING POLYSEMOUS TOPICS

Some image topics on the topic network may be polysemous, which may result in large numbers of weakly-related images (i.e., with a low precision rate). To address the polysemous, automatic image clustering is performed to split the polysemous topics, so that users can obtain more precise returns of the relevant images (i.e., with a higher precision rate). Thus a new algorithm is developed for partitioning the images under the same polysemous topic into multiple groups automatically and each group may correspond to one certain sub-topic of the same polysemous topic.

Each image consists of two information sources: (1) visual properties; and (2) multiple tags for image semantics interpretation. The visual similarity context between the images is characterized by using a mixture-of-kernels, and the semantic similarity context between the tags is characterized by using a semantic kernel.

To determine the cross-modal similarity contexts between the images, both the visual similarity context (i.e., mixture-of-kernels) and the semantic similarity context (i.e., semantic kernel) are aligned onto the same kernel space. Second, the visual similarity context and the semantic similarity context are normalized into the same interval, so that they can be comparable. Finally, a linear combination of the normalized visual similarity context and the normalized semantic similarity context is used to measure the cross-modal similarity context between the images \( \hat{\kappa}(\cdot, \cdot) \) [29-32].

Our kernel alignment approach can achieve more precise characterization of the cross-modal similarity contexts between the images, thus the images under the same polysemous topic can be partitioned into multiple clusters more accurately. The optimal image partition is obtained by minimizing the trace of the within-cluster scatter matrix [10], \( S^w \). The trace of the scatter matrix \( Tr(S^w) \) is given by:

\[
Tr(S^w) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_{ij} \left( \hat{k}(x_i, x_j) - \frac{2}{N^2} \sum_{j=1}^{N} \alpha_{ij} \hat{k}(x_i, x_j) \right) + \frac{1}{N^2} \sum_{j=1}^{N} \sum_{m=1}^{N} \alpha_{ij} \alpha_{jm} \hat{k}(x_j, x_m)
\]

Figure 6: The precision and recall for our system to support image retrieval.

Figure 7: The precision and recall for our system to support image retrieval.

liminating the trace of the within-cluster scatter matrix [10], \( S^w \). The trace of the scatter matrix \( Tr(S^w) \) is given by:

\[
\gamma(\hat{c}_1, C_j) = \frac{|\tilde{S}_i|}{|S_p|} \theta(C_p, C_j), \quad \hat{\theta}(\hat{c}_i) = \frac{|\tilde{S}_i|}{|S_p|} \theta(C_p)
\]

\[
\hat{L}(\hat{c}_i, C_j) = L(C_p, C_j) + 1
\]

where \( \theta(C_p, C_j) \) is the co-occurrence probability for the polysemous image topic \( C_p \) and the image topic \( C_j \), \( \theta(C_p) \) is the occurrence probability for the polysemous image topic \( C_p \), \( |\tilde{S}_i| \) is the size of the image set \( \tilde{S}_i \) for the sub-topic \( \hat{c}_i \), \( |S_p| \) is

the size of the image set $S_p$ for the polysemous image topic $C_p$, $|S_p| = \sum_{i=1}^{m} |S_i|$, $L(C_p, C_j)$ is the inherent correlation between the polysemous image topic $C_p$ and the image topic $C_j$ on WordNet.

The split inter-topic visual context between the sub-topic $c_l$ and any other image topic on the topic network is determined automatically according to the visual correlation between their images by using kernel CCA. The smaller image set $S_l$ for the sub-topic $c_l$ is defined as a subset of the image set $S_p$ for the polysemous topic $C_p$ (e.g., $S_l$ can be obtained automatically by our image clustering technique).

By exploiting multiple cross-modal information sources for cross-modal image clustering, our algorithm can address the issue of polysemes more effectively and result in a higher precision rate for image retrieval. By splitting the polysemous topics automatically and supporting automatic sub-topic tagging, our algorithm can enrich the semantics on the topic network significantly, so that users can select more specific image topics to formulate their queries more precisely and obtain more accurate returns of the relevant images.

6. ALGORITHM EVALUATION

We have carried out our experimental studies by using large-scale weakly-tagged Flickr and LabelMe images [12-13]. We have downloaded more than 1.5 billions Flickr images and 1.2 millions LabelMe images and their tagging documents. We have generated a topic network with more than 4000 most popular image topics (i.e., most popular taggings).

The image seeking process is necessarily initiated by an image need on user’s side, thus the success of an image retrieval system depends largely on its ability to allow user to communicate his/her image needs effectively [1]. Therefore, traditional performance criteria (precision and recall) may not be sufficient enough for evaluating the significance of our system. Assessing the performance of image retrieval systems is partly subjective, therefore we have developed new evaluation models to assess our system. In this paper, we have incorporated a user study and a new performance metric (i.e., rating score sheet) for evaluating our system. Our user study focuses on evaluating the benefits of users from using our system in the context of integrating the topic network on query formulation and word sense disambiguation.

Our algorithm evaluation work focuses on four criteria: (1) how well the topic network summarizes and represents large-scale weakly-tagged image collections, (2) how well the topic network assists them on query formulation, (3) how well the image topics on the topic network match the diverse image needs of users, and (4) how well our techniques address the issues of polysemes and synonyms. The first three criteria are assessed through user study, the last criterion is assessed by using the precision and recall rates for image retrieval.

For evaluating the effectiveness of our word sense disambiguation algorithm, the benchmark metric includes precision $\rho$ and recall $\varrho$. They are defined as:

$$\rho = \frac{\vartheta}{\vartheta + \xi}, \quad \varrho = \frac{\vartheta}{\vartheta + \nu} \quad (12)$$

where $\vartheta$ is the set of true positive images that are related to the corresponding image topic and are returned correctly, $\xi$ is the set of true negative images that are irrelevant to the corresponding image topic and are returned correctly, and $\nu$ is the set of false positive images that are related to the corresponding image topic but are returned incorrectly. The precision is used to characterize the accuracy of our system for finding the particular images of interest, and the recall is used to characterize the efficiency of our system for finding the particular images of interest.

Fig. 6 and Fig. 7 give the precision and recall of our system for social image retrieval. From these experimental results, one can observe that our system can support social image retrieval effectively. For some polysemous or synonymous image topics, we have compared the precision and recall rates between our system and a tag cloud-based Flickr system as shown in Fig. 8. One can observe that our system can achieve higher precision and recall rates for image retrieval, thus our word sense disambiguation algorithm can address the issues of polysemes and synonyms effectively.

Image retrieval is a lucid example of user-centric computing because both the judgment of image relevance and the interpretation of image semantics are user-dependent. Based on this observation, user study has been conducted by comparing our prototype system with keyword-based image retrieval system (such as Flickr) on three key issues: (1) how well the topic network summarizes and represents large-scale weakly-tagged image collections, (2) how well the topic network assists them on query formulation, (3) how well the image topics on the topic network match the diverse image needs of users.

We have invited 18 students to participate in our user study, where 10 undergraduate students from database class without any knowledge on image indexing and retrieval, 5 graduate students with some experiences on keyword-based Flickr image search engine, 3 graduate students who are familiar with image retrieval systems. The students are asked to score our system and Flickr system. The scores for system evaluation are set from 10 (highest) to 1 (lowest). Each stu-
dient is required to submit 500 queries which are randomly sampled from 4000 available image topics, different query sets are assigned for different students with some overlapping for cross validation. Therefore, each image topic is searched by at least two students independently. The comparison results are given in Fig. 9, one can observe that our proposed prototype system is very competitive.

7. CONCLUSIONS

In this paper, we have introduced a new framework to incorporate the topic network for word sense disambiguation. First, a topic network is generated to characterize both the semantic similarity contexts and the visual similarity contexts between the image topics more sufficiently. To address the issues of polysemes and synonyms and enhance the precision and recall rates for image retrieval, a novel algorithm is developed by integrating the topic network to exploit both the visual similarity contexts between the images and the semantic similarity contexts between their tags for word sense disambiguation. Our experiments on large-scale weakly-annotated Flickr and LabelMe image collections have provided very positive results. Our future work will focus on making our system available online, so that more Internet users can join our user study.
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